










Figure 4: Comparisons of the true-positive ratio achieved by the
chosen four methods in our accuracy evaluation experiment.

As shown in the above Fig. 4, in terms of the true-positive ra-
tio, our approach generally slightly outperformed the other three
methods except the jumping case where the true-positive ratio of
the Kovar-Gleicher approach is slightly higher than that of our ap-
proach. In particular, our approach achieved a significantly higher
true-positive ratio than the other three when querying basketball-
play motions. We argue its main reason is that our motion retrieval
approach is performed on both the motion segment level (temporal
domain) and the part-based level (spatial domain), and thus is par-
ticularly suited for the cases where a complex motion sequence (the
basketball-play motion in this experiment) is used as a query input.

5.3 Comparative User Study

We also compared our approach with three current human motion
search approaches including the match-webs based motion search
algorithm proposed by Kovar and Gleicher [2004], the piecewise
linear space based algorithm proposed by Liu et al. [2005] and
the weighted PCA based algorithm proposed by Forbes and Fi-
ume [2005] through a comparative user study. It is noteworthy
that we did not choose the semantic-based motion retrieval algo-
rithms [Müller et al. 2005; Müller and Röder 2006] into this com-
parative user study, because it is difficult to perform sound com-
parisons between the semantic-based motion retrieval algorithms
and pure example-based motion search algorithms due to their sig-
nificant differences in input requirement: a set of geometric feature
relationships over time [Müller et al. 2005; Müller and Röder 2006]
versus one motion example required by our approach and the other
three algorithms [Kovar and Gleicher 2004; Liu et al. 2005; Forbes
and Fiume 2005].

In this study, we aim to study the following usability questions: (1)
are the retrieved motions by our approach ranked in an approximate
perceptually-consistent order? in other words, are they consistent
with human perception? and (2) what is the comparative perfor-
mance of our approach when comparing it with current example-
based motion search approaches [Kovar and Gleicher 2004; Liu
et al. 2005; Forbes and Fiume 2005]? We are aware that thoroughly
and comprehensively evaluating the perceptual consistency of the
searched motion results is another challenging research topic be-
yond this work. In our experiment, to approximate the perceptual
outcomes from our humans, we asked experiment participants to
subjectively rate the motion similarity between a query motion ex-
ample and each of its corresponding searched motions (Fig. 5). The
size of the motion dataset used in this study is about 456 MB, en-
closing 396 different motion sequences and 556,097 motion capture
frames. Motion types enclosed in the test dataset vary from simple
motions (e.g., walking, jumping, and running) to complex motions
(e.g., dancing, boxing, and climbing). Since the Kovar-Gleicher
method [Kovar and Gleicher 2004] cannot take new query motion

(not in the database) at runtime, we pre-computed the match webs
between the chosen query motions and all the motions in our test
dataset.

Figure 5: An example of side-by-side comparison animation clips
(one is a query motion example, and the other is one of search re-
sults) used in this study.

We picked a walking motion, a running motion, and a basketball-
playing motion as our three query motions. Given the same test
inputs (the three chosen query motions), the top-ranked six results
by each of the four approaches (our method, and the other three
algorithms [Kovar and Gleicher 2004; Liu et al. 2005; Forbes and
Fiume 2005]) were chosen into our user evaluation. In other words,
a total of 72 searched motions (=3 examples × 4 approaches × 6
top-ranked motions per query) were used for this comparative user
study. For each of the searched motions, we further expanded it to a
corresponding side-by-side comparison clip (one side is a searched
motion, and the other side is its corresponding query motion. Re-
fer to Fig. 5). We then mixed the 72 side-by-side comparison clips
and showed them in a random order to a total of twenty-four partici-
pants. Most of the participants are graduate students in sciences and
engineering fields in a university, aging from twenty-two to thirty-
five. The participants were first shown a short tutorial to demon-
strate how to assign an appropriate similarity scale to a side-by-side
comparison clip. In this study, the range of participants’ similarity
ratings is from 1 to 10, where 10 stands for “identical” and 1 stands
for “completely different”. After viewing each side-by-side com-
parison clip for a maximum of four times, the participants were
asked to rate a similarity score based on their visual perception.

Based on the participants’ ratings, we computed the average simi-
larity ratings and the standard deviation achieved by the four chosen
approaches (Table 4). As shown in Table 4, in most of cases, our
approach achieved higher average similarity ratings than the other
three, which is more obvious at the case of the basketball-playing
motion query.

Query Our Kovar and Forbes and Liu
motion method Gleicher 04 Fiume 05 et al. 05
Walking 7.92± 0.82 7.97± 1.07 7.09± 0.77 7.03± 0.61
Running 8.13± 1.48 7.69± 1.56 6.92± 1.45 7.26± 2.97

Basketball
-playing 7.84± 1.58 4.92± 1.92 5.52± 2.27 4.45± 1.55

Table 4: The average motion similarity ratings ± the standard de-
viations achieved by the four chosen approaches.

To look into whether the searched motions by these four chosen
approaches are ranked in an approximate perceptually-consistent
order, we analyzed the same user rating data from a new perspec-
tive. Given a query motion example, any of the retrieved motion
results, Ri, has a rank, Ci, assigned by the above four approaches
(we called this ranking as its computer-based ranking). Ci is from 1
to 6, since we only chose the six top-ranked results from each query
into this study. Meanwhile, based on the average user ratings, we
also obtained a human-based perceptual ranking, Hi, for Ri. Fig. 6
shows the correlation between the computer-based rankings 〈Ci〉
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Figure 6: The plotted correlation analysis of the computer-based rankings 〈Ci〉 versus the human-based perceptual rankings 〈Hi〉, for the
three chosen query motions. Note that the radius of circles is proportional to the variance of the user ratings.

and the human-based perceptual rankings 〈Hi〉. In its three subfig-
ures, X axis is 〈Ci〉 and Y axis is 〈Hi〉. Therefore, the perceptual
consistency of a motion search approach (i.e., results are ranked in a
perceptually-consistent order) is reflected in the linearity of plotted
curves in these two figures.

To further quantify the linear correlation between 〈Ci〉 and 〈Hi〉,
we performed the Canonical Correlation Analysis (CCA) [Dehon
et al. 2000] on them, because CCA provides a scale-invariant op-
timum linear framework to measure the correlations between two
streams. Table 5 shows the computed CCA coefficients for the
chosen four approaches. These CCA coefficients reveal that our
approach is more perceptually consistent than the other three ap-
proaches [Kovar and Gleicher 2004; Liu et al. 2005; Forbes and
Fiume 2005].

Query Our Kovar and Forbes and Liu
motion method Gleicher 04 Fiume 05 et al. 05
Walking 0.8285 0.7142 0.7142 0.5999
Running 0.9428 0.9428 0.8857 0.8857

Basketball
-playing 0.9428 0.6571 0.0857 0.8857

Table 5: The computed Canonical Correlation Analysis (CCA) co-
efficients of the four approaches for the three chosen query motion
examples.

6 Discussion and Conclusions

In this paper, we present a perceptually consistent, example-based
human motion retrieval technique based on a hierarchical pattern
extraction and matching scheme. Given a query motion, our ap-
proach can efficiently retrieve logically similar motions from a large
motion data repository. The efficiency of our approach directly ben-
efits from the fast performance of the classical KMP string match-
ing algorithm [Knuth et al. 1977] and the KD-tree structure [Moore
and Ostlund 2007]. To evaluate the accuracy and usability of our
approach, we conducted comparative user studies to measure its
search accuracy by comparing our approach with three the state of
the art, example-based motion search algorithms [Kovar and Gle-
icher 2004; Liu et al. 2005; Forbes and Fiume 2005]. By analyzing
user study results, we found that our approach is measurably effec-
tive in terms of search accuracy, and its search motion results are
automatically ranked in an approximately perceptually-consistent
order.

Our approach is flexible in terms of query input: a hybrid of mul-
tiple motion sequences, e.g., the upper body part of a motion se-

quence from 1 to 500 frames and the lower body part of a second
motion sequence from 1000 to 1500 frames, can be used as a novel
query input. We are aware that a random combination of multi-
ple human motion sequences may generate unnatural human mo-
tions. However, this function is still useful when users have small
or limited query motions, because they can generate (or reorganize)
novel query motions using various automatic motion fusing algo-
rithms [Ikemoto and Forsyth 2004].

Certain limitations still exist in our approach. Current approach
does not consider the path/motion trajectory of the root of the hu-
man in the retrieval algorithm. As such, given one query motion,
its search results may enclose human motion sequences with com-
pletely different paths/trajectories, which might not be what users
expect. For example, when the query motion is a sequence where a
character is playing basketball while turning right, our approach
may put a turn-left, basketball-playing motion at its top-ranked
search result. In addition, most of internal parameters used in cur-
rent approach are experimentally determined, which may not be op-
timal. In future work, we plan to perform in-depth analysis on the
association between the used parameter values and its algorithm
performances, in hope that it could help to resolve the optimized
parameter setting for this motion retrieval approach.
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