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ABSTRACT

Due to the intrinsic subtlety and dynamics of eye movements, au-
tomated generation of natural and engaging eye motion has been
a challenging task for decades. In this paper we present an effec-
tive technique to synthesize natural eye gazes given a head mo-
tion sequence as input, by statistically modeling the innate cou-
pling between gazes and head movements. We first simultaneously
recorded head motions and eye gazes of human subjects, using a
novel hybrid data acquisition solution consisting of an optical mo-
tion capture system and off-the-shelf video cameras. Then, we sta-
tistically learn gaze-head coupling patterns using a dynamic cou-
pled component analysis model. Finally, given a head motion se-
quence as input, we can synthesize its corresponding natural eye
gazes based on the constructed gaze-head coupling model. Through
comparative user studies and evaluations, we found that comparing
with the state of the art algorithms in eye motion synthesis, our ap-
proach is more effective to generate natural gazes correlated with
given head motions. We also showed the effectiveness of our ap-
proach for gaze simulation in two-party conversations.

Keywords: Gaze-Head Coupling, Eye Motion, Facial Animation,
Digital Avatars

Index Terms: 1.3.7 [Computer Graphics]: Three-Dimensional
Graphics and Realism—Animation; H.5.2 [Information Interfaces
and Presentation]: User Interfaces—Graphical user interfaces
(GUI)

1 INTRODUCTION

Engaging and natural eye gazes play an indispensable role to the re-
alism of computer-generated avatars centered to a broad variety of
computer graphics, animation and virtual reality applications. Al-
though various efforts have been attempted to produce realistic eye
movements in recent years [21, 12, 24], the automated synthesis
of natural eye gazes accompanying head movements is still a chal-
lenging task in computer animation and virtual reality research.

In this paper, we take head motion compensated eye gazes into
consideration and perform in-depth statistical analysis and learn-
ing to model the association between gazes and head movements.
Based on the statistical modeling, we present an effective approach
to synthesize natural eye gazes for novel head motion sequence in-
put. This approach proceeds as follows. First, eye movements and
head motions of real humans are recorded using a novel hybrid
data acquisition solution that consists of an optical motion cap-
ture system and off-the-shelf video cameras. In this hybrid sys-
tem, the motion capture system is used to capture 3D head move-
ments, and the video cameras are used for recording eye motion
video. Then, the Dynamic Coupled Component Analysis (DCCA)
model [30] is adapted for processing the joint saccade-head move-
ments. Based on the constructed eye-head DCCA model, we can
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Figure 1: Schematic illustration of our eye motion synthesis ap-
proach. First, given the collected eye-head motion data (training
set), we build a DCCA-based statistical model. After that, given a
novel head motion input, we generate its corresponding natural eye
motions.
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generate natural eye gazes to comply with novel head motion in-
put. Through comparative user studies, we validated that our ap-
proach is more effective to generate natural gazes correlated with
given head motions than the state of the art eye motion synthesis
algorithms [21, 12]. We also demonstrated the effectiveness of our
approach for gaze simulation in two-party conversations. Figure 1
shows the schematic illustration of our approach.

The major contributions of this work include: (1) our statisti-
cal model encodes the intrinsic temporal dynamics and correla-
tion between head movements and eye motions, which is distin-
guished from the state of the art algorithms in eye motion syn-
thesis [21, 12, 24]. (2) Different from previous approaches that
heavily rely on a large number of empirical rules or parameters
(e.g., thresholds) [21, 12, 24], most of parameters in our DCCA-
based gaze synthesis model are learned automatically and no user-
specified threshold is required for our gaze synthesis algorithm; and
(3) besides synthesizing the kinematic details of the saccades of a
single talking avatar, our approach can be effectively applied for
gaze simulation in two-party conversations, which was evaluated
and validated through our comparative user studies.

The remainder of this paper is organized as follows. Section 2
briefly reviews recent related work. Section 3 describes how we
recorded and processed joint gaze and head movement data. Sec-
tion 4 briefly describes the Dynamic Coupled Component Analysis
(DCCA) model. Section 5 describes how to synthesize natural eye
gazes based on the constructed gaze-head coupling model, followed
by various results synthesized by our approach and our comparative
user studies (Section 6).

2 RELATED WORK

Since an extensive survey on facial animation research is beyond
the scope of this work, readers can refer to recent facial animation
book [13]. In this section we only briefly review recent work that is
closely related to the synthesis of eye motions and head movements.

A significant amount of research interests have been drawn to
produce realistic eye motions [18, 31, 32, §, 28, 21, 11, 33, 19,
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12, 24] and head movements [7, 9, 16, 10, 29, 6, 5]. For example,
Chopra-Khullar ef al. [18] compute eye gazes and head motions
of avatars in virtual environments based on high-level scripts pro-
vided by users. Vertegaal ef al. [31, 32] conducted user studies to
look into the role of gaze clues in order to answer cognitive ques-
tions including “who is talking to whom” in multi-party conversa-
tion scenarios. The “Eyes Alive” model proposed by Lee et al. [21]
analyzes the fextural aspects of gazes using the first order statis-
tics. Through comparative user studies, they demonstrated that the
gazes synthesized by their approach achieve noticeable visual re-
alisms. However, in their approach, only the first-order statistics
are employed, and a significant number of empirical parameters are
involved. Deng er al. [11, 12] present an efficient texture synthesis
based approach to simultaneously synthesize realistic eye gaze and
blink motion, accounting for any possible correlation between the
two. But the success of this data-driven technique largely depends
on the quality and quantity of the used eye motion data. Masuko
and Hoshino [24] came up a set of empirical rules for the gener-
ation of coordinated eye and head motions, and demonstrated its
selected applications on talking avatars. Nevertheless, the general-
ity of these proposed empirical rules and how to generate dynamic
details of saccades are not addressed in their work.

Saccades are defined as the rapid movements of the eyes from
one position to another [22, 21]. It was reported that large gaze
shifts typically accompany a head rotation under natural condi-
tions [1, 2, 35, 3]. Specifically, saccadic eye movements are of-
ten accompanied by a head rotation in the same direction; and the
amplitude of a head movement significantly influences its saccadic
peak velocity. However, as pointed out by Freeman et al. [14],
saccade kinematics, even the subtle eye-head interaction Vestibulo-
Ocular Reflex(VOR), are predictable if head movements are taken
into account. Hence, an open research question is: can we automat-
ically synthesize engaging and natural eye movements accompany-
ing with any given head motion?

To tackle the above research question, we need to address the
following two fundamental issues:

1. When will saccades happen when the head is moving?

2. What are its kinematics details including amplitude, velocity
variation, and duration, when a saccade happens?

In this work, we pose these two issues as a form of learning
the dynamic behaviors of saccade motions and their dependence
with head movements. However, choosing sound statistical mod-
els for eye motion synthesis is non-trivial. Hidden Markov Models
(HMMs) [4], Linear Dynamic Systems (LDS) [23], and Gaussian
Process [34] are natural considerations due to their successes in dy-
namic human motion synthesis. By conducting experiments to test
these models for the purpose of gaze synthesis (Fig. 2), we found
that it is impossible to directly apply these models for novel gaze
synthesis without considerable efforts, due to the following reasons:
(1) HMMs provide a powerful framework for modeling temporal
dynamic signals, as evident from its successful application for au-
tomatic speech recognition, but determining proper configurations
of HMMs for eye gaze synthesis is demanding due to the intrin-
sic characteristics of eye movements. Furthermore, it is difficult to
model the accurate dynamical behaviors of saccade motions, e.g.,
velocity variation, using discrete hidden state sequences of HMMs.
(2) Linear Dynamic Systems (LDS) and its variations [25, 23] have
been extensively used for describing temporal variations of motion
signals, but using LDS for modeling sparse stepwise motion se-
quences (i.e., saccade signals in this case) has not been reported and
validated, to the best of our knowledge. (3) Theoretically, we may
be able to learn the mappings of head motions and saccades using
various regression/mapping models including Neural Networks and
Gaussian Process model. However, it is often impractical to train

a well-behaviored mapping model for head motions and saccades
due to its demanding requirement on the volume of training data.
Figure 2 shows experiment results using the above three statistical
models (HMMs, SLDS, and Gaussian Process) for gaze synthesis.
As shown in this figure, gaze signals by these three models do not
capture the intrinsic characteristics of natural human gazes.
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Figure 2: Experiment results by using HMMs, Switched Linear Dy-
namic Systems (SLDS), and Gaussian Process (GP) for gaze syn-
thesis.

3 DATA ACQUISITION AND PROCESSING

‘We introduce a novel hybrid data acquisition solution consisting of
an optical motion capture system and off-the-shelf video cameras
to capture simultaneous head motions and eye movements. In the
capture setup, a human subject with six markers on his/her head
sits within the volume of the optical motion capture system, and
the video cameras are specifically set up to record the close-view
of his/her eye movements. When the captured subject is involved
with natural conversations, the movements of his/her eyes and head
are recorded simultaneously using this hybrid scheme. During the
capture, an auxiliary person (not for capture) was asked to natu-
rally communicate with the captured subject. Figure 3 shows the
snapshot of our hybrid data acquisition solution.

A total of six human subjects participated in our data acquisition.
The duration of each subject’s data capture was average about two
and half minutes. The total amount of gaze and head motion data
that were eventually used in this work is 960 seconds. In this work,
we used 75% (720 seconds) for training statistical models while re-
taining the remaining 25% (240 seconds) for the test and validation
purpose. It should be noted that the sampling frequency of the opti-
cal motion capture system is 120 Hz, therefore, we down-sampled
the 3D head marker data (120 frames/second) to 30 frames/second
to match with the frame rate of the eye video recorded by the off-
the-shelf cameras.

After 3D motions of six head markers were recorded, we ex-
tracted head rotation matrices as follows: construct a local orthog-
onal 3D coordinate system for each motion capture frame based on
four chosen head markers (out of the six head markers), and then
calculate rotation matrices between these 3D coordinate systems.
After that, we converted head rotation matrices to the Euler angle
representation, i.e., each head motion frame is represented as three
Euler angles (H,,Hy,H;) along X, Y and Z directions, respectively.

To extract gaze signals from the recorded eye video, we manu-
ally picked the pupil center and then calculated its relative position
(X, y), frame by frame. The range of x and y is between 0 and 1,
where (0, 0) represents the left-bottom corner of the eyes and (1,1)
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Figure 3: A snapshot of our hybrid data acquisition system used in
this work. It consists of an optical motion capture system and off-the-
shelf video cameras.

represents the right-top corner of the eyes. It is noteworthy that
compared with the data acquired by a special-purpose eye-tracking
device [21], the manually estimated gazes are not completely ac-
curate, but it qualitatively captures the characteristics and cadence
of gaze movements of real humans, and the obtained gaze dura-
tions are frame-accurate. Furthermore, manually estimated gazes
had been successfully used by other researchers [12]. For various
techniques for identifying gazes from video, please refer to the re-
cent survey by Salvucci and Goldberg [26].

Gaze and Head Velocity Feature Computation: We further
transformed the extracted 2D gaze signals and three Euler angles (of
head motion) to a velocity-based representation that is used in the
follow-up statistical modeling of gaze-head movements. Intrigued
by the “Eyes Alive” model [21], we also assume the maximum sac-
cade magnitude is 30 degree from left to right (X direction) and 15
degree from top to bottom (Y direction). As such, the velocity of
saccadic motion (VEy,VE}) can be computed as follows:

30
E.= _ 1
VE = fxAxx eye_width M
15
E, = Ay X ————— 2
VEy=fxAyx eye_height @

Here f (= 30) is the frame rate per second in the eye video.
eye_width = 1 and eye_height = 1 according to the range of x
and y. Analogously, we applied a differential operator to three
Euler angles of head motion to compute its velocity features,
(AHX7AHV7AHZ)'

4 DyYNAMIC COUPLED COMPONENT ANALYSIS

Torre and Black [30] proposed a Dynamic Coupled Component
Analysis (DCCA) model that learns dependencies between two
different data sets by coupling them into a hidden parameter
space. Motivated by this work, we develop a DCCA-based, head-
dependent gaze synthesis model (detailed in Section 5). Here we
briefly describe the concept of the DCCA model.

Assuming D € R and D € R%2*" are two multi-dimensional
observations (e.g., head and eye motion sequences in this work), the
DCCA model first finds the linear transformation B € R%1*42 that
bridges D with D in a latent parameter space, by optimizing the
following energy function where d; and d; are ith column vectors
in matrix D and D respectively.

n
Ecouple(B) = Z ||dl -B' dl”% 3
i=1

To give a fast convergence and allow a generalization to the dy-
namic extension, a hidden coefficient matrix C is introduced to ex-
tend Eq. 3 as follows.

llei—BT djl[5  (4)

n
Emuple(BvB>C) = Z ||dl -B ci||% +A
i=1 1

n

v

Here ¢; indicates the ith column vector in matrix C, B € R2%
gives the transformation from C to f), and the constant, A, weights
the importances of different terms. Eq. 4 is eventually derived to
the following DCCA form [30]:

n—1

Edynamic = Emuple + )LZ Z ||ci —Aci ||W[ (5)

i=1

Here A is the dynamic transition matrix to be estimated, and
||| [y denotes the weighted L, norm of a vector x, x’ W x. Given

the training data D and D, the DCCA model [30] can iteratively
estimate B, B, and A.

5 HEAD-DEPENDENT GAZE SYNTHESIS MODEL

The main idea of this work is to learn a dynamic DCCA model
from the training head and eye motion data, and then synthesize
novel eye gazes based on the constructed model. As described in
Section 3, we obtained saccade feature vectors (VEy,VEy) (Eq. 1-
2). Meanwhile, we formed a head feature vector by concatenating
the (AHy,AH,,AH;) of two continuous frames. We will explain
why a head motion feature vector is formed by concatenating two
continuous frames in this work shortly.

Given the training set of head feature vectors d € R6X1, and
the training set of saccade feature vector d e R>!, we compute
a DCCA model by minimizing Eq. 5 in Section 4, and estimate B,
ﬁ, and A. In our implementation, both B and B are initialized as
an identity matrix, A = 0.5, and A, = 0.8. The weight matrix W is
initialized as a matrix where all the entries on diagonal places are
1, i.e., each feature element has the same weight.

Since B, ]§, and A are obtained from the constructed DCCA
model, now we describe how we synthesize corresponding saccades
S given a new head motion sequence H. We first compute the hid-
den variable C as follows:

C=B"H (6)

Then, the transition matrix A is used to further smooth the hidden
variable C using the following Eq. 7.

ci=K (BT h,‘) + K (A cifl) )

In the above Eq. 7, we empirically set two weighting coefficients
k1 and k: k1 = 0.7, and k, = 0.3. Finally, new saccade feature
vectors S are reconstructed using Eq. 8.

S=BC ®)

Figure 4 and 5 show synthesized eye gaze signals when the re-
tained test head motion sequences are inputted to our DCCA-based
gaze synthesis algorithm. It should be noted that in these two fig-
ures, we also show synthesized gaze signals (green curves) if a head
feature vector is just the velocity feature, (AH,,AH,,AH;), of a sin-
gle head motion frame. As shown in Figs 4 and 5, when a head
feature vector is formed by concatenating the velocity features of
two continuous head motion frames, the synthesized gaze signals
are closer to original gaze signals. A legitimate explanation is that
the original DCCA model [30] focuses on the modeling of dynamic
behaviors in dataset D (i.e, eye motion in this work), while con-
catenating the velocities of two continuous frames of D (i.e, head
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Figure 4: A comparison between the original gaze signals and the
gaze signals synthesized by our approach (before a trimming opera-
tion is applied). The top panel shows the comparison of gaze veloc-
ities in X direction, and the bottom panel shows the comparison of
gaze velocities in Y direction.

motion in this work) together essentially encloses its dynamic in-
formation into the constructed DCCA-based gaze synthesis model
as well.

After we compute the saccade feature vectors for given head
motion input, we can generate corresponding gaze motion trajec-
tory straightforwardly. However, the DCCA-based gaze synthesis
model may lead to some small saccadic movements whose peak ve-
locities are less than 100 deg/sec in X direction and 80 deg/sec in
Y direction (refer to red curves in Figs 4 and 5). These small gaze
variations seldom happen in the eye movements of real humans,
as evident from the frequency distribution of the peak velocities of
saccades in our data set (Figure 8). Hence, we postprocess the syn-
thesized gaze velocities by trimming these small gaze variations as
noises. Figures 6 and 7 show the trimmed results for Figs 4 and 5,
respectively. As clearly shown in Figs 6 and 7, the trimmed gaze
signals are measurably close to the groundtruths (the retained test
gaze signals).

6 RESULTS AND EVALUATION

We generated eye and head animation clips using four different
methods (the original recorded motion data, the “Eyes Alive” model
[21], the texture synthesis-based method [12], and our approach),
and then conducted a comparative user study on these animation
clips. The first method (Method I) is to simply transfer the original
recorded eye and head motions onto the chosen 3D face models.
The second method (Method II) is to combine the “Eyes Alive”
model [21] with given head motion sequences. The third method
(Method III) is to combine the texture synthesis-based eye motion
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Figure 5: The second comparison (example) between the original
gaze signals and the gaze signals synthesized by our approach (be-
fore a trimming operation is applied). The top panel shows the com-
parison of gaze velocities in X direction, and the bottom panel shows
the comparison of gaze velocities in Y direction.

synthesis approach [12] with the given head motion sequences. The
fourth method (Method IV) is to combine eye gazes synthesized by
our approach with given head motion sequences. The same realis-
tic 3D face models were used for producing all the animation clips
used in this user study. It should be noted that the eye/head mo-
tion generation approach proposed by Masuko and Hoshino [24]
was not chosen to this comparative study due to the difficulty of
performing sound comparisons, because it is a descriptive and rule-
based approach (not data-driven). Figure 9 shows some frames of
the synthesized eye and head animation clips by the four different
methods.

A total of 40 animation clips were produced and used for this
user study: 24 of them contain a single avatar (i.e., based on 6 cho-
sen head motion sequences as input, each method generated corre-
sponding 6 eye and head animation clips. In this paper, we also call
these inputted head motion sequences as samples), and the other
16 clips contain two-party conversations (each method generated 4
animation clips). For the two-party conversation animation clips,
we directly applied our statistical gaze synthesis model to the two
involved avatars separately. The duration of each animation clip is
about 10-20 seconds. Fig. 9 shows some animation frames gener-
ated by the four different methods.

We employed the “paired comparison” evaluation scheme pro-
posed by Ledda et al. [20] for our user study. Its basic idea is
that instead of explicitly rating visual stimuli, participants are asked
to select the perceptually better one between two visual stimuli (a
pair). As such, the participants can avoid to make forced, inaccu-
rate perception decisions, e.g., assign a subjective and quantitative
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Figure 6: Comparisons between the original gaze signals and the
synthesized gaze signals after a trimming operation is applied. The
top panel shows the comparison of saccade velocities in X direction,
and the bottom panel shows the comparison of saccade velocities in
Y direction.

rating to each stimulus. On the contrary, selecting “the perceptu-
ally better one” between two visual stimuli (a pair) is qualitative
and easier for the participants, which increases the accuracy and
robustness of the experiment outcomes.

In this study, based on the above 40 animation clips, we pro-
duced a total of 60 (=6 x C‘zt +4 x C‘z‘) side-by-side comparison
pairs, and each comparison pair consists of two animation clips
generated by two different methods with the same head motion in-
put. A total of 22 subjects in a university participated in this user
study. Most of these participants are graduate students majoring in
a variety of fields, e.g., Computer Science, Electrical Engineering,
Linguistics, etc. After the participants viewed each comparison pair
for a maximum of four times, they were asked to select “the better
one” from the two animation clips in the pair, by answering the fol-
lowing questions (Q1 for single-avatar pairs and Q2 for two-party
conversation pairs).

e Q1-1. Overall behavior (abbreviated as Question O): Which
avatar is more perceptually believable in terms of the overall
coordination of eye and head motions?

e (Q1-2. Eye motion reality (abbreviated as Question E): Which
avatar is more realistic based on its overall eye movements?

e Q1-3. Participant involvement (abbreviated as Question P):
Which avatar appears to let you feel engaged if you're chatting
with him/her?

e Q2-1. Overall behavior (abbreviated as Question O): Which
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Figure 7: The second comparison between the original gaze signals
and the synthesized gaze signals after a trimming operation is ap-
plied. The top panel shows the comparison of saccade velocities in
X direction, and the bottom panel shows the comparison of saccade
velocities in Y direction.

conversation is more perceptually believable in terms of the
overall coordination of eye and head motions?

e (Q2-2. Eye motion reality (abbreviated as Question E): Which
conversation is more realistic based on its eye activities?

e (Q2-3. Participant involvement (abbreviated as Question P):
Which conversation seems more natural and engaged?

Based on the participants’ votings, for each sample (a given head
motion input), we computed a preference matrix based on the vot-
ing results of the twenty-two participants. Table 1 shows the pref-
erence matrix for Sample #10 (single avatar), as an example. The
number in each cell denotes the frequency count of a specific syn-
thesis method chosen as the perceptually better one in terms of one
of the asked research questions. For instance, “18” in the 4th cell
of the 2nd row indicates that the method I (transferring original
motion data) was voted a total of 18 times better than the method
II (the “Eyes Alive” synthesis method) in terms of the Question E
(i.e., Q1-1 - overall behavior).

Prior to performing vote comparisons for the four different meth-
ods, we carried out two statistical tests: (1) consistency test to see
for each participant whether there was any intransitive vote [20],
and (2) agreement test to see whether the participants voted all the
pairs in a similar way. In this work, we used the consistency test
method proposed by Kendall and Smith [17] to compute the Coeffi-
cient Of Consistency (COC) for each participant. For the sake of a
clear explanation, we take #10 sample (shown in Table 1) as an ex-
ample, its computed COC for Q1-1 (overall behavior) is § = 0.643,
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| | Question | ¢ | u | x* | pvalue,6d.f. | Method I | Method Il | Method III | Method IV |

(@) 0.611 | 0.231 | 17.553 <0.01 46 14 28 44
Sample 1 E 0.724 | 0.019 | 4.197 <0.01 46 29 31 26
P 0.649 | 0.176 | 14.088 <0.01 39 25 32 36
(0] 0.473 | 0.579 | 39.477 <0.05 47 31 11 43
Sample 2 E 0.581 | 0.353 | 25.239 <0.05 43 23 20 46
P 0.757 | 0.099 | 9.237 <0.01 50 16 20 46
(0] 0.576 | 0.138 | 11.694 <0.05 41 19 29 43
Sample 3 E 0.408 | 0.288 | 17.364 <0.05 51 30 26 25
P 0.512 | 0.197 | 15411 <0.05 49 28 18 37
0] 0.713 | 0.572 | 39.036 <0.01 42 26 24 40
Sample 5 E 0.486 | 0.273 | 20.199 <0.05 48 23 25 36
P 0.877 | 0.199 | 15.537 <0.001 39 41 17 35
(@) 0.734 | 0.353 | 25.239 <0.01 41 26 22 43
Sample 6 E 0.819 | 0.050 6.15 <0.001 46 28 18 40
P 0.641 | 0.016 | 4.008 <0.01 66 24 13 29
(@) 0.643 | 0.241 | 18.183 <0.01 50 30 13 39
Sample 10 E 0.468 | 0.150 | 12.45 <0.05 49 25 24 34
P 0.796 | 0.051 | 6.213 <0.01 43 24 29 36

Table 2: Comparisons of consistency and agreement test statistics for single avatar samples (total six). The numbers shown in the right part of
the table denote the total votes that a specific method won.

| | Question | ¢ | u | x*> | pvalue,6d.f. | Method I | Method Il | Method Il | Method IV |
0 0.665 | 0.375 | 26.625 <0.01 4 19 28 41
Sample 4 E 0.462 | 0.190 | 1497 <0.05 39 30 20 43
P 0.562 | 0.020 | 426 <0.05 46 20 26 40
0 0.709 [ 0.304 | 22.152 <0.01 46 22 21 43
Sample 7 E 0.695 [ 0.059 | 6.717 <0.01 49 21 26 36
P 0.713 [ 0.159 | 13.017 <0.01 38 33 25 36
0 0.720 | 0.378 | 26.814 <0.01 49 39 18 26
Sample 8 E 0.622 | 0.287 | 21.081 <0.01 41 41 24 26
P 0.538 | 0.510 | 35.13 <0.05 35 33 28 36
0 0.559 | 0.431 | 30.153 <0.05 49 25 22 36
Sample 9 E 0.615 | 0.01T | 3.693 <0.01 38 22 32 40
P 0.826 | 0.300 | 22.467 <0.01 52 19 25 36

Table 3: Comparisons of consistency and agreement test statistics for two-party avatar conversation samples (total four). The numbers shown
in the right part of the table denote the total votes that a specific method won.

Frequency of Peak Velocity

25 : : : | [ Question | T [ IT | IIT | IV | Total |
= \/elocity on X Axis

0 | [B[O[2] %
w0l I E - 17 ] 16 | 16 49
P - 15117 |11 43
[¢) 4 - 15 | 11 30
8 15l I E 5 - 11 9 25
5 P 7 - |10 [ 7 24
5 0 27 -4 13
g 1or 1II E 6 11 - 7 24
P S| 12] - 12 29
Al [¢) 10 | 11 | 18 - 39
v E 6 | 13 ] 15 - 34
P 1115 10 - 36

150 200 250
Peak Velocity

100 300

Table 1: The computed preference matrix for sample #10. Here |, Il
Ill and 1V denote four different synthesis methods: transferring orig-

Figure 8: The frequency distribution of the peak velocities of sac-
cades in our training data set. As shown in this figure, the peak ve-
locities of saccades are usually larger than 100 deg/sec in X direction
and 80 deg/sec in Y direction.

inal motion data (Method I), “Eyes alive” model (Method 1), texture
synthesis-based approach (Method lll), and our approach (Method
V).



Figure 9: Some frames of the synthesized eye and head animation
clips with a single avatar. From top to bottom: Method I, Method I,
Method Ill, and Method IV.

which means its corresponding p-value is 0.05 given DOF = 6; as
such, this consistency test result is considered statistically signifi-
cant. The consistency test results of all the samples and questions
are shown in Tables 2 (single avatar case) and 3 (two-party conver-
sation).

After the voting consistency of each participant was computed
and ensured, we checked the overall agreement among all the par-
ticipants by calculating the Coefficient Of Agreement (COA) [17],
and then further used the Chi-Square test statistics () to compute
the statistical significance of the COA [27]. Here we take #10 sam-
ple as an example again, its COA for Q1-1 (overall behavior) is
u=0.241, its x? is 18.183, and its corresponding p-value is 0.001
(1% yx? is 16.27) given DOF = 6. For the other questions and sam-
ples, we obtained similar statistics results (refer to Tables 2 and 3).
Thus, our Chi-Square test statistics results indicate that for the used
research questions and samples there is a statistically strong agree-
ment among the participants.

Using the above consistency and agreement tests, we validated
that the voting results of our paired comparisons were statistically
valid and significant. Then, we compared the mean values obtained
by the four different methods. Figures 10 and 11 compare and plot
the mean values and standard deviations of the four different meth-
ods. As shown in these two figures, the mean values of our method
is measurably higher than those of the “Eyes Alive” approach [21]
and texture synthesis-based approach [12].

We also used a logistic regression analysis technique [15] to
check and ensure the significance of the above mean value compar-
ison. Tables 4 (single avatar cases) and 5 (two-party conversations)
show the increase of the deviances of Chi-Square test statistics if
one variable (synthesis methods, the used face models, or the dura-
tion of the animation clips) is not considered. The duration (of the
used animation clips) variable only has two discrete values (cate-
gories): > 15 seconds and < 15 seconds. As clearly shown in these
two tables, the “synthesis method” variable is the most significant
one among the three variables to account for the statistical differ-
ence of experiment outcomes.

—+—Method T

= * ‘Method 11
=X =Method TIT
=+ =Method IV

Figure 10: Plotting of the mean value and standard deviation com-
parisons of four different methods (for the single avatar case). The
X axis represents different research questions, and the Y axis repre-
sents the average (mean) values of the four different methods. Verti-
cal bars represent the standard deviations.

—+—Method T

= * ‘Method 11
=X =Method TIT
=+ =Method IV

Figure 11: Plotting of the mean value and standard deviation com-
parisons of four different methods (for two-party conversations). The
X axis represents different research questions, and the Y axis repre-
sents the average (mean) values of the four different methods. Verti-
cal bars represent the standard deviations.

| Variable | Question | x> | d.f. | 5% x° |

o0 30.0 6 12.59

Method E 12.8 6 12.59
P 29.3 6 12.59

o 34 1 3.84

Model E 1.6 1 3.84
P 0.4 1 3.84

(0] 0.0 1 3.84

Duration E 1.5 1 3.84
P 2.3 1 3.84

Table 4: Logistic regression analysis for single avatar samples.

Variable | Question | x> | d.f. | 5% x° |

(0] 33.4 6 12.59

Method E 26.4 6 12.59
P 223 6 12.59

[0) 1.4 1 3.84

Model E 1.7 1 3.84
P 2.3 1 3.84

o0 0.4 1 3.84

Duration E 0.0 1 3.84
P 0.3 1 3.84

Table 5: Logistic regression analysis for two-party avatar conversa-
tion samples.
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7 DiscussION AND CONCLUSIONS

In this paper, we present a simple while effective technique for
synthesizing natural and engaging eye gazes given a head motion
sequence as input. A novel hybrid data acquisition solution, con-
sisting of an optical motion capture system and off-the-shelf video
cameras, is specially introduced for recording simultaneous sac-
cades and head movements. Based on the recorded joint gaze-head
motion data, we statistically learn a DCCA-based gaze head inter-
action model that sufficiently captures the dynamics and kinematic
characteristics of natural saccades and their intrinsic associations
with accompanying head movements. Furthermore, by conducting
in-depth comparative user studies, we validated that gazes synthe-
sized by our approach are measurably outperform the state of the art
“Eyes Alive” model [21] and texture synthesis-based approach [12].
Two limitations exist in our current approach. First, we recorded
our gaze and head motion data by asking the captured subjects to
sit face-to-face. Hence, an implicit assumption of our approach is
that the Point of Interest (POI) of an avatar is looking at his/her
front area. If a given head motion sequence does not satisfy this
assumption, our model may fail to generate its corresponding natu-
ral saccade movements. For instance, in a three-party conversation
scenario, one subject may focus his/her POI on one of the other two
parties. In this case, our statistical model may not be able to syn-
thesize engaging gazes for all the involved three parties. Second,
speech content is not taken into consideration in current gaze syn-
thesis algorithm. People may have slightly different gaze patterns
depending on whether they are talking or listening, which was also
observed and reported by Lee et al. [21]. In the future, we also plan
to further improve the intelligence and usability of our approach by
integrating speech content into our gaze synthesis algorithm.
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