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Abstract—The work assesses the efficacy of computer based
remote tele-mentoring system (i.e. when the mentor and mentee
are physically separated) for teaching minimally invasive surgical
skills. The visual cues used for tele-mentoring comprises real-
time virtual surgical instruments’ motion augmented onto the
operative field and remotely controlled by the mentor. In the
feasibility study, the surgical task of laparoscopic intracorporeal
suturing was simulated among 18 mentor-mentee pairs. Three
modes of mentoring were used. Mode-I included traditional learn-
ing using pre-recorded videos (in absence of a mentor). Mode-II
used traditional in-person hands-on mentoring. In Mode-III, a
tele-mentoring prototype was used that connected a mentee with
a remote mentor. Error count and duration were recorded for a
learning stage followed by a testing stage for the three modes. The
results show the error count for Mode-III reduces significantly as
compared to Mode-I in the learning stage. Similarly, the error
count for Mode-III also reduces significantly as compared to
Mode-I in the testing stage. The errors count for Mode-III were
equivalent to that of Mode-II for both learning and teaching
stages. Furthermore, in Mode-III the duration reduces from
learning to testing stage exhibiting the learning effect. Thus,
computer based remote tele-mentoring is effective and more
convenient to demonstrate surgical sub-steps consisting of tool-
tissue interaction facilitating surgical skill transfer.

Index Terms—Telemedicine Systems, Tele-mentoring, Surgical
Education, Surgical skills, Surgical Training

I. INTRODUCTION

Surgical training has traditionally followed the apprentice-
ship model of “see one, do one, teach one” in order to master
the basic psychomotor and cognitive competencies needed
to perform surgical procedures safely [1]. Over time, this
paradigm has evolved to include supervised pyramidal and
rectangular residency models, originally pioneered by William
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Halsted [2] and Edward Churchill respectively [3]. These
historic training approaches are time-bound, and lean heavily
on the trainee’s competitiveness, diligence, self-accountability,
and endurance to master basic surgical competencies in the
physical presence of the mentor. The transition to minimally
invasive surgery (MIS) has added additional challenges to
the traditional training process. In addition to basic surgical
competencies, training for MIS necessitates mastery of visual
tactility, economy of movement, dexterity, hand-eye coordi-
nation, and tissue handling while using a limited range of
instrument motion. Furthermore, surgical training has recently
received an enormous setback owing to the Covid-19 global
pandemic due to exposure-minimizing protocols, reduction
in surgical volume and subsequent training experience, and
redeployment of experienced staff to non-surgical operations
[4]. This has coincided with an already-strained healthcare
system reeling with increasing deficiency of trained surgeons
[5]. These factors have fueled the rise of tele-mentoring as a
viable alternative to traditional in-person surgical training and
supervision.

Currently, augmented reality-based immersive technologies
exist to facilitate tele-mentoring for surgeons during MIS,
using screen annotations [6], [7] or hand gestures [8], [9]. Sev-
eral studies have also reported the effective use of augmented
tooltip motions for surgical guidance in laparoscopic [10], [11]
as well as robotic settings [11], [12]. However, these studies
were conducted on a standalone system with the mentor and
the mentee being in the same room rendering it unusable
as a remote training modality. Enabling immersive and syn-
chronous remote tele-mentoring could address the deficiency
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Fig. 1. Setup of the remote tele-mentoring prototype used in Mode-III. (a)
Training site. (b) Remote site.

of on-site expert mentors in resource-deficient areas and enable
measurable mentee-centric surgical skill acquisition across
geographical boundaries. It can also facilitate an ideal learning
environment through dynamic intellectualization, cognition,
and association of required skillsets without the constraints of
time or patient-safety [13]. By extension, it would also address
the shortage of trained surgeons globally, as well as the lack
of health equity.

Working towards this trend, this work aims to build on
the efforts of the aforementioned studies and investigate the
efficacy of remote tele-mentoring (i.e. when the mentor and the
mentee are physically separated) for a standard surgical task. A
remote tele-mentoring prototype was implemented to simulate
a mentoring session for the surgical task of laparoscopic
intracorporeal suturing. The user study conducted in this work
among mentor-mentee pairs presents the comparison among
(a) the traditional learning by pre-recorded audio-videos, (b)
traditional in-person hands-on mentoring, and (c) remote tele-
mentoring.

II. MATERIALS AND METHODS

A surgical task of laparoscopic intracorporeal suturing was
selected to simulate mentoring sessions. The task involves
tying a knot within a cavity using laparoscopic instruments.
A soft tissue suture pad (3D-Med Inc., USA) was used as a
cavity and needle drivers (Richard Wolf Inc., Germany) were
selected as laparoscopic instruments. Hold-needle technique
was used for a suture size of 15 cm. The task was divided
into ten steps and for each step, an error count was assigned
(shown in the supporting video). The errors were assigned
(based on scoring mechanism used in the previous suturing
studies [14], [15]) to ensure: (a) minimal damage to the
suture pad replicating tissue, (b) no unnecessary movement
of the laparoscopic instruments, (c) correct placement of the
knot with appropriate tension, and (d) fluid movement of
the instruments. A needle was preloaded orthogonally to the
surgical instrument (held in the dominant hand). The duration
of the task was recorded when the needle penetrates the soft
tissue suture pad till a square knot is executed.

The study was conducted under three modes of mentoring.
In Mode-I, the mentee learned the steps by viewing the video
of the surgical task without the presence of a mentor. In Mode-
II, a mentor was present at the training site and demonstrated
the surgical task to the mentee by either (a) taking control of
the surgical instruments to show the required motion, and/or
(b) explaining the required motion of the surgical instruments
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Fig. 2. Snapshots of the steps showing laparoscopic intracorporeal su-
turing task. The snaps are taken from St. John Surgical Residency FLS
Expanded Video Tutorial Series: Task 5 - Intracorporeal Suture (Link:
https://www.youtube.com/watch?v=hAzhqYidSjc).

via hand gestures or physically pointing to the visualization
screen displaying the operating field. In Mode-III, a remote
tele-mentoring prototype (Fig. 1) was used [11], [16]. The
prototype connected the mentee (at the training site) with
the mentor (at a site geographically apart). Real-time view
of the operative field acquired at the training site from the
scope was shared with the mentor remotely over the internet
(shown in Fig. 1). Virtual models of surgical instruments
were augmented onto the operating field and rendered on the
visualization screen of both mentor and mentee. The motion of
the augmented surgical instruments was controlled remotely by
the mentor using user interfaces [17]. This enabled the mentor
to demonstrate to the mentee the required motion of surgical
instruments. In addition, exchange of audio cues facilitated
real-time interaction between the mentor and the mentee.

The study involved 12 subjects as mentees with no prior
knowledge of laparoscopic skills. The subjects were selected
from the surgical department at Hamad General Hospital,
Qatar. The user study was approved by the institutional review
board comprising of the ethical committee (Medical Research
Center, Doha, Qatar, approval number MRC-01-20-087). The
mentees were randomly divided into two groups of six mem-
bers and each group was assigned to Mode-II and Mode-III
of mentoring. After a duration of two month, another group



TABLE I

STEPS TO COMPLETE LAPAROSCOPIC INTRACORPOREAL SUTURING TASK

Steps Tool interaction in each step Counted errors
Throw a stitch Step 1 Hold the soft tissue suture pad using non- | - Incomplete bite of the soft tissue suture pad
dominant hand and place the needle through the | - Trajectory does not follow needle curvature
cavity using dominant hand - Soft tissue suture pad is torn
- Non-dominant hand holds the tissue aggressively
- Needle doesn’t remain in camera frame
Step 2 Once the needle is placed through the cavity, | - Needle is initially not pulled laterally
use the non-dominant hand to protect the soft | - The needle is pulled away from the soft tissue suture pad
tissue suture pad while pulling the suture thread | without support from the tool
using dominant hand - Thread tail is not left too short or too long
- Needle does not remain in camera frame
- Needle is pulled aggressively
Put the first throw of Step 3 Orient the needle in crescent shape such that | - Did not rotate the needle to downward crescent shape
square knot suture thread and non-dominant hand tool are | - The suture thread is not parallel to hub
parallel - The tool is not placed on top of the suture thread
Step 4 Use the needle (held in dominant hand) to wrap | - Did not rotate the needle to downward crescent shape
twice around the non-dominant hand - The suture thread is not parallel to hub
- The tool is not placed on top of the suture thread
Step 5 Grab the free end of the suture thread using | - End of thread is not held
non-dominant hand
Step 6 Pull the hand opposite to each other to put the | - Non-dominant hand is not pulled first
first throw of the square knot on the soft tissue | - Pulling is done upwards instead of sideways
suture pad
Put the second throw of Step 7 Switch the needle from dominant to non- | - Needle is not switched between hands
square knot dominant hand such that suture thread and dom- | - Did not rotate the needle to downward crescent shape
inant hand tool are parallel - The suture thread is not parallel to hub
- The tool is not placed on top of the suture thread
Step 8 Use the needle (held in non-dominant hand) to | - Wrapping and tying is done away from the soft tissue suture
wrap once around the dominant hand pad
Step 9 Grab the free end of the suture thread using the | - End of thread is not held
dominant hand
Step 10 | Pull the hand opposite to each other to put the | - Non-dominant hand is not pulled first
second throw of the square knot on the soft | - Pulling is done upwards instead of sideways
tissue suture pad

of six members was created to represent mentees in Mode-I.
Before the study, the mentor (with experience in teaching la-
paroscopic intracorporeal suturing) was first familiarized with
user-interface of the tele-mentoring prototype. To remove any
bias, a reference script was provided to the mentor. The script
detailed the mentoring advice for the mentee to successfully
execute the ten steps of laparoscopic intracorporeal suturing.
The mentees were first introduced to laparoscopic setup used
in the study and were briefed on the three mentoring modes.
A pre-experiment peg transfer task (from Fundamentals of
Laparoscopic Surgery [18]) was executed by each mentee to
learn the hand-eye coordination required for laparoscopy.
The user study was conducted in the two stages: Stage
1 (learning stage) and Stage 2 (testing stage). In Stage 1,
each mentee performed all the steps of the surgical task by
observing the video in Mode-I and under constant guidance
from the mentor in Mode-II and Mode-III. In Stage 2, the
mentee performed the same surgical task but without any
guidance. During the task, if the mentee was stuck and unable
to proceed, assistance was provided. In case of Mode-I, the
mentee was allowed to re-watch the video, whereas in case
of Mode-II and Mode-III, mentor intervened and assisted the
mentee. In both the stages, parameters (based on previous

studies [19]-[21]) were recorded using an off-the-shelf video
camera to assess the mentoring session. This included (a)
cumulative error counts for all the steps, (b) duration it takes to
complete each step during the mentoring session, and (c) the
total duration to complete all the steps. These contributed to
the response variables of the study. To examine the significance
for the explanatory variables (i.e. Stage and Mode) of the
study, a two-way with interaction ANOVA was performed for
each response variable. If significant, a post-hoc analysis was
followed using two-sample t-test to compare specific pairs.
In both cases, all the model assumptions (i.e. normality and
homoscedasticity) were tested and no violation was inferred.

III. RESULTS

The data of the user study for both the stages (Stage 1
and Stage 2) performed under the three modes of mentoring
(Mode-I, Mode-II and Mode-IIl) are presented in Fig. 3.
The cumulative error count for all the steps are shown in
Fig. 3(a) and the ANOVA indicated that Mode was statistically
significant (p < 0.001). The error count under Mode-I (9.00
+ 4.47) was higher as compared to Mode-II (3.33 + 3.01, p
= 0.028) and Mode-IIT (2.67 + 2.25, p = 0.011) for Stage
1. This was also reflected for Stage 2, where the error count
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Fig. 3. (a) Error count during the mentoring session in Stage 1 and Stage 2
for each modes of mentoring. (b) Duration of the mentoring session in Stage
1 and Stage 2 for each modes of mentoring. ‘*’ denotes p < 0.05

under Mode-I (9.33 + 2.25) was higher as compared to Mode-
II (4.5 +£2.17, p=0.004) and Mode-III (3 £ 1.67, p < 0.001).
This shows in presence of assistance from a mentor (Mode-II
and Mode-III), the mentees were able to learn and perform
better as compared to learning from a video tutorial (Mode-
I). Furthermore, no statistically significant difference was
observed between the error counts under Mode-II and Mode-
III for both the stages. Thus, both Mode-II and Mode-III were
equivalent in teaching the mentees the techniques required for
surgical task of laparoscopic intracorporeal suturing.

The total duration for the mentoring session is presented in
Fig. 3(b) and the ANOVA indicated that Stage was statistically
significant (p = 0.008). For all the modes, the average duration
reduces: from 893 + 259 seconds to 408 + 258 seconds
under Mode-I (p = 0.009), from 759 + 456 seconds to 582
+ 405 seconds under Mode-II (p = 0.492), and from 850
+ 496 seconds to 482 + 169 seconds under Mode-III (p =
0.117) for Stage 1 and Stage 2, respectively. In Stage 2, the
mentees applied the learnings from Stagel. Thus, the mentor’s
involvements (in case of Mode-II and Mode-III) or the need
to re-watch the mentoring video (in case of Mode-I) was
reduced and resulted in decrease in the duration for Stage 2.
No statistically significant difference was observed among the
modes for the duration within either Stage 1 or Stage 2. Le.,
it took an equivalent amount of time among all the modes to
teach in Stage 1 and to demonstrate the learnings in Stage 2.

In addition, the exchange of information between mentor-
mentee pair for each step was analyzed. Mode-I was excluded
as no mentor was present during the mentoring session. The
duration it takes to complete each step for Mode-II and Mode-
IIT was recorded (Fig. 4). The preferred mode for each step
(Fig. 5) based on ease of communication and duration between
mentor and mentee is summarized in Table II.

IV. DISCUSSION

The user study (using the paradigm of laparoscopic su-
turing) demonstrates the feasibility of imparting laparoscopic
surgical skills remotely by a mentor to a mentee. The tele-
mentoring platform (demonstrated in Mode-III) uses realistic
dynamic visual cues generated by the mentor in real-time. This
facilitates effective communication between the mentor and

Fig. 4. Comparison of duration for each step of the mentoring session in
Stage 1 and Stage 2 under Mode-II and Mode-III.

the mentee. As a result, the measured performance in terms
of errors for the mentoring session using the tele-mentoring
platform (in Mode-III) was: (a) better as compared to a pre-
recorded video-based learning in absence of mentor (in Mode-
I), (b) equivalent to that of traditional in-person hands-on
mentoring (in Mode-II).

The mentoring performed under Mode-III offered several
advantages. Instead of pre-recorded videos used in Mode-I,
the tool-tissue interactions were displayed in the context of the
operative field and thus removed any ambiguity. Secondly, as
compared to Mode-II, mentee was in control of the surgical
instrument throughout the mentoring session. Unlike Mode-
III, in Mode-II if the mentee was not able to understand the
steps of the surgical task from verbal instructions or hand
gestures, the mentor took control of the surgical instruments
to demonstrate the step. Thus, in Mode-III (as compared to
Mode-II), there were no interruptions during the mentoring
session related to switching of the surgical instruments from
the mentor to the mentee.

Existing remote tele-mentoring platforms necessitates same
laparoscopic setups for the mentee and the mentor at both
training and remote site [10], [22]. The mentoring performed
under Mode-III removes this dependency and facilitates usage
of ‘surgical procedure specific’ or ‘surgical skill specific’
setups that need to be present only at the training site. The
mentor using a remote workstation is able to connect to the
training site and effectively explain the instructions required to
execute each of the sub-steps. On the other end, the mentee is
able to follow mentor’s instructions and learn intrinsic details
specific to the surgical procedure or skill.

Limitations specific to mentoring under Mode-III were also
observed during the study. First, the mentor used ambiguous
verbal instructions during Stage 1. For example, the mentor
often used the words “this” or “that” to identify augmented
surgical instruments and expected the mentees to understand.
This underlines the need of a more structured surgical tele-
mentoring curriculum with standardized lexicon and protocols
[23]-[25]. Second, continuous rendering of augmented instru-
ments obstructed the view of the operative field. This was
evident when the mentor forgets to remove the augmented
instruments from the view of the operating field after demon-
strating the surgical step. In such a scenario, addition of an
automated transparency features for augmented instruments
(when mentoring is not needed) may be beneficial.



Fig. 5. Mentoring performed at training site under (a) Mode-II for Step 1, (b) Mode-III for Step 2, (c) Mode-III for Step 5, and (d) Mode-II for Step 7

The study has several limitations. The study assessed the
feasibility of using dynamic visual cues generated in form
of augmented surgical instruments’ motion for tele-mentoring
and showed the visual cues assist mentor to remotely teach
the task of laparoscopic suturing. However, further studies
with additional subjects and increased sample size would
be required to confirm if the remote tele-mentoring can be
extended to teaching other surgical skills and the role it
could play in surgical skill acquisition. Another limitation is,
the study was not designed based on achieving proficiency
goals for surgical training [26]. The aim of the study was
not to achieve competency but rather to evaluate whether
the information is effectively exchanged between the mentor
and the mentee to facilitate surgical tele-mentoring. This is
the reason only two stages (one as learning and other as
testing) were used instead of performing multiple attempts
till proficiency is reached. Thus, additional studies would be
required to measure the learning curve for skill acquisition
using the tele-mentoring platform. It would require conducting
scenario-specific end-user studies to assess the efficacy of
the mentee in understanding the information provided by
the mentor via user interfaces [27]-[29]. Lastly, augmented
hand-gestures of the mentor overlaid onto the operative filed
has also emerged as an upcoming remote tele-mentoring tool
(example includes iSurgeon [30] and Proximie [31]). As a
part of future studies, we plan to compare the advantages
of using augmented surgical instruments versus augmented
hand-gestures. While the study was performed taking into
consideration the clinical paradigm of laparoscopic surgery,
the notion of using AR environment could be extended for
open surgery using head mounted devices to augment the view
of the mentee [32], [33]. Apart from the tool motion generated
by the mentor, preoperative image data can be fused [34] to
the operative field in AR environment to generate guidance
contours [35]-[37].

V. CONCLUSION

In conclusion, the study findings are expected to have a
positive impact on surgical training by contemporizing the age-
old “see one, do one, teach one” model. The mentor is able
to provide perspicuous instructions to the mentee in real-time

TABLE I
PREFERRED MENTORING MODE FOR STEPS OF THE SURGICAL TASK

Preferred
Mode

Exchange of information between mentor
and mentee

Surgical
Task Step

Step 1 Mode-II In Mode-II, the scoop motion required to insert
the needle through the slit on the tissue suture
pad in step-1 was easy for the mentor to
demonstrate to the mentee using wrist move-

ments of the hand (Fig. 5(a)).

Mode-III The mentor was able to demonstrate the exact
placement of the non-dominant tool to hold the
tissue and motion required to pull the needle
away from the tissue, using the augmented
surgical instruments (Fig. 5(b)). Whereas in
mode-II, it was difficult for the mentee to
understand the verbal instructions and convert

it into actions.

Step 2

Step 5 Mode-IIT In Mode-III, the mentor was able to demon-
strate using augmented surgical instruments
the movements required to grab the free end

of the suture thread (Fig. 5(c)).

Step 7 Mode-11 In Mode-II, while switching the needle from
dominant to non-dominant hand, mentor was
able to demonstrate easily using hand gestures

the required pose of the needle (Fig. 5(d)).

using the augmented surgical instruments. The mentee is also
able to thoroughly recall these instructions as they are shown
in form of visual cues in the vicinity of the operative field.
This facilitates remote transfer of surgical skills and have the
potential to aid tele-simulation programs leading to a well-
rounded surgical training curriculum.

ACKNOWLEDGEMENT

This work was supported by National Priority Research Pro-
gram (NPRP) award (NPRP12S-0119-190006) from the Qatar
National Research Fund (a member of The Qatar Founda-
tion). All opinions, findings, conclusions, or recommendations
expressed in this work are those of the authors and do not
necessarily reflect the views of our sponsors.

REFERENCES

[1] J. Rodriguez-Paz, M. Kennedy, E. Salas, A. Wu, J. Sexton, E. Hunt, and
P. Pronovost, “Beyond “see one, do one, teach one”: toward a different
training paradigm,” BMJ Quality & Safety, vol. 18, no. 1, pp. 63-68,
2009.



[2]

[3]

[4

=

[5]

[6]

[7]

[8]

[10]

(11]

[12]

[13]

[14]

[15]

[16]

(17]

[18]

[19]

[20]

[21]

B. Kerr, J. P. O’Leary, and W. S. Halsted, “The training of the surgeon:
Dr. Halsted’s greatest legacy,” Am Surg, vol. 65, no. 11, pp. 1101-1102,
Nov 1999.

H. C. Grillo, “Edward d. churchill and the “rectangular” surgical
residency,” Surgery, vol. 136, no. 5, pp. 947-952, 2004.

F. Nickel, A. Cizmic, and M. Chand, “Telestration and augmented reality
in minimally invasive surgery: an invaluable tool in the age of covid-
19 for remote proctoring and telementoring,” JAMA surgery, vol. 157,
no. 2, pp. 169-170, 2022.

M. L. Jin, M. M. Brown, D. Patwa, A. Nirmalan, and P. A. Edwards,
“Telemedicine, telementoring, and telesurgery for surgical practices,”
Current problems in surgery, vol. 58, no. 12, p. 100986, 2021.

N. E. Bruns, S. Irtan, S. S. Rothenberg, E. M. Bogen, H. Kotobi, and
T. A. Ponsky, “Trans-atlantic telementoring with pediatric surgeons:
technical considerations and lessons learned,” Journal of Laparoendo-
scopic & Advanced Surgical Techniques, vol. 26, no. 1, pp. 75-78, 2016.
N. T. Nguyen, A. Okrainec, M. Anvari, B. Smith, O. Meireles, D. Gee,
E. Moran-Atkin, E. Baram-Clothier, and D. R. Camacho, “Sleeve gas-
trectomy telementoring: a sages multi-institutional quality improvement
initiative,” Surgical endoscopy, vol. 32, pp. 682-687, 2018.

D. Andersen, V. Popescu, M. E. Cabrera, A. Shanghavi, B. Mullis,
S. Marley, G. Gomez, and J. P. Wachs, “An augmented reality-based
approach for surgical telementoring in austere environments,” Military
medicine, vol. 182, no. suppl_1, pp. 310-315, 2017.

M. C. Davis, D. D. Can, J. Pindrik, B. G. Rocque, and J. M. Johnston,
“Virtual interactive presence in global surgical education: international
collaboration through augmented reality,” World neurosurgery, vol. 86,
pp. 103-111, 2016.

A. M. Vera, M. Russo, A. Mohsin, and S. Tsuda, “Augmented reality
telementoring (art) platform: a randomized controlled trial to assess the
efficacy of a new surgical education technology,” Surgical endoscopy,
vol. 28, pp. 3467-3472, 2014.

D. Shabir, N. Abdurahiman, J. Padhan, M. Trinh, S. Balakrishnan,
M. Kurer, O. Ali, A. Al-Ansari, E. Yaacoub, Z. Deng et al., “Towards
development of a tele-mentoring framework for minimally invasive
surgeries,” The International Journal of Medical Robotics and Computer
Assisted Surgery, vol. 17, no. 5, p. 2305, 2021.

A. M. Jarc, A. A. Stanley, T. Clifford, I. S. Gill, and A. J. Hung, “Proc-
tors exploit three-dimensional ghost tools during clinical-like training
scenarios: a preliminary study,” World journal of urology, vol. 35, pp.
957-965, 2017.

C. A. Pellegrini, “Surgical education in the united states: navigating the
white waters,” Annals of surgery, vol. 244, no. 3, pp. 335-342, 2006.
V. Datta, S. Bann, R. Aggarwal, M. Mandalia, J. Hance, and A. Darzi,
“Technical skills examination for general surgical trainees,” Journal of
British Surgery, vol. 93, no. 9, pp. 1139-1146, 2006.

W. M. IJgosse, E. Leijte, S. Ganni, J.-M. Luursema, N. K. Francis,
J. J. Jakimowicz, and S. M. Botden, “Competency assessment tool for
laparoscopic suturing: development and reliability evaluation,” Surgical
Endoscopy, vol. 34, pp. 2947-2953, 2020.

D. Shabir, N. Abdurahiman, J. Padhan, M. Anbatawi, M. Trinh,
S. Balakrishnan, A. Al-Ansari, E. Yaacoub, Z. Deng, A. Erbad et al.,
“Preliminary design and evaluation of a remote tele-mentoring system
for minimally invasive surgery,” Surgical endoscopy, vol. 36, no. 5, pp.
3663-3674, 2022.

D. Shabir, M. Anbatawi, J. Padhan, S. Balakrishnan, A. Al-Ansari,
J. Abinahed, P. Tsiamyrtzis, E. Yaacoub, A. Mohammed, Z. Deng
et al., “Evaluation of user-interfaces for controlling movements of virtual
minimally invasive surgical instruments,” The International Journal of
Medical Robotics and Computer Assisted Surgery, vol. 18, no. 5, p.
e2414, 2022.

J. H. Peters, G. M. Fried, L. L. Swanstrom, N. J. Soper, L. F. Sillin,
B. Schirmer, K. Hoffman, S. F. Committee et al., “Development and
validation of a comprehensive program of education and assessment of
the basic fundamentals of laparoscopic surgery,” Surgery, vol. 135, no. 1,
pp. 21-27, 2004.

J. C. Rosser, L. E. Rosser, and R. S. Savalgi, “Skill acquisition and
assessment for laparoscopic surgery,” Archives of Surgery, vol. 132,
no. 2, pp. 200-204, 1997.

T. Emmanuel, M. Nicolaides, I. Theodoulou, W. Yoong, N. Lymperopou-
los, and M. Sideris, “Suturing skills for medical students: a systematic
review,” in vivo, vol. 35, no. 1, pp. 1-12, 2021.

E. Yeniaras, N. Navkar, M. A. Syed, and N. V. Tsekos, “A computa-

[22]

(23]

[24]

[25]

[26]

(27]

(28]

[29]

[30]

[31]

[32]

[33]

[34]

[35]

(36]

[37]

tional system for performing robot-assisted cardiac surgeries with mri
guidance,” in 2010 Society for Design and Process Science (SDPS),
2010.

Y. T. Loli, M. D. T. Huamadn, and S. C. Medina, “Telementoring of in-
home real-time laparoscopy using whatsapp messenger: An innovative
teaching tool during the covid-19 pandemic. a cohort study,” Annals of
Medicine and Surgery, vol. 62, pp. 481-484, 2021.

K. M. Augestad, J. G. Bellika, A. Budrionis, T. Chomutare, R.-O.
Lindsetmo, H. Patel, C. Delaney, and M. M. M. M. Project, “Surgical
telementoring in knowledge translation—clinical outcomes and educa-
tional benefits: a comprehensive review,” Surgical innovation, vol. 20,
no. 3, pp. 273-281, 2013.

C. M. Schlachta, N. T. Nguyen, T. Ponsky, and B. Dunkin, “Project
6 summit: Sages telementoring initiative,” Surgical endoscopy, vol. 30,
pp- 3665-3672, 2016.

D. R. Camacho, C. M. Schlachta, O. K. Serrano, and N. T. Nguyen,
“Logistical considerations for establishing reliable surgical telementor-
ing programs: a report of the sages project 6 logistics working group,”
Surgical endoscopy, vol. 32, pp. 3630-3633, 2018.

A. G. Gallagher, R. De Groote, M. Paciotti, and A. Mottrie, “Proficiency-
based progression training: a scientific approach to learning surgical
skills,” pp. S0302-2838, 2022.

J. D. Velazco-Garcia, N. V. Navkar, S. Balakrishnan, J. Abinahed, A. Al-
Ansari, A. Darweesh et al., “Evaluation of interventional planning soft-
ware features for mr-guided transrectal prostate biopsies,” in 2020 IEEE
20th International Conference on Bioinformatics and Bioengineering
(BIBE), 2020, pp. 951-954.

J. D. Velazco-Garcia, N. V. Navkar, S. Balakrishnan, J. Abinahed, A. Al-
Ansari, G. Younes, A. Darweesh er al., “Preliminary evaluation of
robotic transrectal biopsy system on an interventional planning soft-
ware,” in 2019 IEEE 19th International Conference on Bioinformatics
and Bioengineering (BIBE), 2019, pp. 357-362.

J. D. Velazco-Garcia, N. V. Navkar, S. Balakrishnan, J. Abi-Nahed,
K. Al-Rumaihi, A. Darweesh et al., “End-user evaluation of software-
generated intervention planning environment for transrectal magnetic
resonance-guided prostate biopsies,” Int J Med Robot, vol. 17, no. 1,
pp. 1-12, Feb 2021.

C. Wild, F. Lang, A. Gerhéduser, M. Schmidt, K. Kowalewski, J. Petersen,
H. Kenngott, B. Miiller-Stich, and F. Nickel, “Telestration with aug-
mented reality for visual presentation of intraoperative target structures
in minimally invasive surgery: a randomized controlled study,” Surgical
Endoscopy, vol. 36, no. 10, pp. 7453-7461, 2022.

E. Patel, A. Mascarenhas, S. Ahmed, D. Stirt, I. Brady, R. Perera, and
J. Noél, “Evaluating the ability of students to learn and utilize a novel
telepresence platform, proximie,” Journal of Robotic Surgery, vol. 16,
no. 4, pp. 973-979, 2022.

C. M. Morales Mojica, J. D. Velazco Garcia, N. V. Navkar, S. Bal-
akrishnan, J. Abinahed, W. El Ansari et al., “A Prototype Holographic
Augmented Reality Interface for Image-Guided Prostate Cancer Inter-
ventions,” in Eurographics Workshop on Visual Computing for Biology
and Medicine, 2018.

J. D. Velazco-Garcia, N. V. Navkar, S. Balakrishnan, G. Younes, J. Abi-
Nahed, K. Al-Rumaihi et al., “Evaluation of how users interface with
holographic augmented reality surgical scenes: Interactive planning MR-
Guided prostate biopsies,” Int J Med Robot, vol. 17, no. 5, p. €2290,
Oct 2021.

X. Gao, N. V. Navkar, D. J. Shah, N. V. Tsekos, and Z. Deng,
“Intraoperative registration of preoperative 4d cardiac anatomy with
real-time mr images,” in 2012 IEEE 12th International Conference on
Bioinformatics & Bioengineering (BIBE), 2012, pp. 583-588.

N. Navkar, E. Yeniaras, D. Shah, N. Tsekos, and Z. Deng, “Generation of
4d access corridors from real-time multislice mri for guiding transapical
aortic valvuloplasties,” in Medical Image Computing and Computer
Assisted Intervention, 2011, pp. 249 — 257.

E. Yeniaras, N. V. Navkar, A. E. Sonmez, D. J. Shah, Z. Deng, and N. V.
Tsekos, “MR-based real time path planning for cardiac operations with
transapical access,” Med Image Comput Comput Assist Interv, vol. 14,
no. Pt 1, pp. 25-32, 2011.

E. Yeniaras, J. Lamaury, N. V. Navkar, D. J. Shah, K. Chin, Z. Deng,
and N. V. Tsekos, “Magnetic resonance based control of a robotic
manipulator for interventions in the beating heart,” in 20/1 [EEE
International Conference on Robotics and Automation, 2011, pp. 6270—
6275.



