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A B S T R A C T

Using Deep Learning in computer-aided diagnosis systems has been of great interest due to its impressive
performance in the general domain and medical domain. However, a notable challenge is the lack of
explainability of many advanced models, which poses risks in critical applications such as diagnosing findings
in CXR. To address this problem, we propose ItpCtrl-AI, a novel end-to-end interpretable and controllable
framework that mirrors the decision-making process of the radiologist. By emulating the eye gaze patterns of
radiologists, our framework initially determines the focal areas and assesses the significance of each pixel
within those regions. As a result, the model generates an attention heatmap representing radiologists’ attention,
which is then used to extract attended visual information to diagnose the findings. By allowing the directional
input, our framework is controllable by the user. Furthermore, by displaying the eye gaze heatmap which
guides the diagnostic conclusion, the underlying rationale behind the model’s decision is revealed, thereby
making it interpretable.

In addition to developing an interpretable and controllable framework, our work includes the creation
of a dataset, named Diagnosed-Gaze++, which aligns medical findings with eye gaze data. Our extensive
experimentation validates the effectiveness of our approach in generating accurate attention heatmaps and
diagnoses. The experimental results show that our model not only accurately identifies medical findings but
also precisely produces the eye gaze attention of radiologists. The dataset, models, and source code will be
made publicly available upon acceptance.

1. Introduction

Deep Learning (DL) has shown remarkable success across a range of
fields including Computer Vision [1–3], Natural Language Processing
(NLP) [4,5], Autonomous Driving [6,7], and Medical Imaging Anal-
ysis [8,9], However, incorporating these advancements into clinical
applications poses considerable challenges largely because of their
inherently opaque, ‘‘black-box’’ nature. Establishing trustworthiness in
clinical applications is crucial, requiring a DL framework that can
accurately replicate the decision-making process of actual radiologists.

I Source code and data are available at https://github.com/UARK-AICV/ItpCtrl-AI.
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Achieving this level of mimicry poses a significant challenge for current
DL models [10].

According to [20–22], the quality of the cue is of the utmost
importance in aiding decision-making and thus help to establish trust-
worthiness from physicians in clinical applications. To gain insights
from top-performing black-box diagnostic models, various attempts
have been made to interpret these models, notably through Class
Activation Mapping (CAM) [12,23,24]. But the attention heatmaps
generated from these tools are not entirely reliable because they lack
any constraints based on physician-verified ground truth, aside from
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Fig. 1. Comparison between our ItpCtrl-AI and existing DL methods. For the same input and diagnostic query (center), the attention maps and diagnostic decisions from existing
DL methods Relevance-CAM [11], Grad-CAM [12], IG-CAM [13], ProtoPNet [14] are displayed on the left whereas the attention maps and diagnostic decisions produced by
ItpCtrl-AI, are shown on the right. Although existing DL methods achieve high accuracy in diagnostic decisions, their visual cues do not align with radiologists’ attention. On the
other hand, ItpCtrl-AI accepts CXR images and queries as input, generating attention masks reflective of radiologist viewpoints (‘‘Where does a radiologist look?’’) and attention
heatmaps indicating the duration of their gaze (‘‘How long do they attend?’’). These attention maps are then utilized to make predictions about the presence of abnormalities in
each anatomy (‘‘How likely is an abnormality to exist in this area?’’).

Table 1
Model capacity comparison between ItpCtrl-AI and related Deep Learning approaches. Many approaches provide the ability to
tell where visual cues are (localization) with attention weight on pixels (Intensity), and predict the finding (Diagnosis). While
many existing methods, such as heatmap-based approaches, provide a degree of interpretability, few closely mimic how a
radiologist makes decisions based on what they see. ItpCtrl-AI enhances interpretability by leveraging eye-tracking data from
radiologists, allowing it to more accurately emulate the visual attention patterns and decision-making processes of clinical
experts. And none offer the user the ability to query which anatomy we want to look at specifically (Controllability). To the
best of our knowledge, our method is the first to have all of these attributes.
Methods Localization Diagnosis Intensity Interpretability Controllability

CheXNet [15] 7 3 7 7 7

Sonsbeek et al. [16] 7 3 7 7 7

Grad-CAM [12] 3 7 3 7 7

Grad-CAM++ [17] 3 7 3 7 7

Relevance-CAM [11] 3 7 3 7 7

Integrated Grad-CAM [13] 3 7 3 7 7

Rozenberg et al. [18] 3 3 7 7 7

Karargyris et al. [19] 3 3 3 7 7

ItpCtrl-AI (Ours) 3 3 3 3 3

the final disease label. This limitation can lead to the utilization of
inaccurate cues, such as interpreting the diaphragm as an indirect indi-
cator for Cardiomegaly [19]. We demonstrate this problem in Fig. 1.
Even if we use multiple explainable tools (three CAM methods and
one prototype-based method in Fig. 1), they fail to explain why their
predictions are correct. This situation necessitates exploring methods
to guide the model’s focus following radiologists’ intention.

We observe that the radiologists heavily rely on their visual skills,
carefully examining images to confirm the presence of abnormali-
ties only after gathering sufficient visual information [25]. There-
fore, exploring the connection between attention and decision-making
can provide valuable insights for reverse-engineering and help good
decision-making for reverse-engineering [26]. With a framework based
on the attention of skilled individuals, the new decision-makers can
learn to process information similarly to skilled individuals, by using
extracted visual patterns, and hence they can improve their attention
regulation and performance [26]. Despite the importance, extracting
meaningful insights from radiologists’ attention when diagnosing from
eye gaze data remains an open challenge.

Recently, existing works have addressed the issue of localization
by making predictions in the form of bounding boxes [18,27]. While
these methods predict both the disease and its location using bounding
boxes, they are limited in their ability to specify where to focus within
the identified anatomy. For example, if the anomaly is simply a thin
diagonal line from left to right, and the bounding box covers from its
top left point to its bottom right, most of the pixels in that bounding
box are irrelevant.

To enhance localization precision, the research community has been
increasingly concentrating on segmentation techniques. However, the
effective training of segmentation models for gaze attention predic-
tion remains underexplored, as most existing models are designed for
anatomical segmentation [28–30]. Aside from UNet and its deriva-
tives [19,31], many segmentation techniques are primarily developed
for chest CT images [32,33]. In an attempt to use the gaze informa-
tion, [19] introduces an eye gaze dataset and modifies UNet [31] to
generate both attention heatmaps and predict abnormal findings by
using two separate heads on a single bottleneck latent feature. Due to
the bottleneck in the design, this model does not address the problem
of incorrectly using information for classifications.

Naturally, the simplest form of enforcing a model to use an exact
area for classification is to mask out unnecessary pixels. Assume we
have enough data, we would want an expert segmentation and classi-
fication model for each anatomy. So if we need to perform predictions
on three anatomies, we need three models. But in medical applications,
localization data is usually rare and limited [34]. This scenario raises a
few problems if we train separate models for multiple anatomies. First,
the information will be isolated. The model on the left side can only see
its left side data. There are many common characteristics that both left
and right side of the lungs share, for example, pneunomia can happen
on both sides, and its cue is usually the same that the air sacs contain
fluid. If there is a finding that is not in the left side data, but we have
it on the right side data, this could make the model fail to recognize
it. So if we have a way to make the model see both sides of the data,
the model has the potential to generalize better in practical use [35].
From these observations, we propose a solution for two problems: (i)
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we need a single model to better utilize the limited dataset than existing
methods, and (ii) we need a model that can mask out unnecessary
information before diagnosing.

To holistically tackle the aforementioned challenges, we propose a
novel unified end-to-end controllable and interpretable pipeline
for simultaneously generating radiologist-based anatomic attention
heatmaps and predicting abnormal findings. We design our model
with the objective to mimic how a radiologist makes a decision:
observe visually and then make a diagnosis based on what is seen. In
other words, our system solves two challenges: Radiologists’ Attention
Modeling and Attention-based Decision-making. As illustrated in Fig. 1,
our method utilizes short textual prompts that specify an anatomical
area. These prompts guide the model in generating corresponding
heatmaps and masks, offering us the flexibility to choose the region
of interest. By using prompts, we can have one model to do multiple
tasks, which addresses the aforementioned problem (i), and gives us
the controllability characteristic. To force the model not to randomly
generate attention and learn how the radiologist looks into the CXR,
we constrain it with two direct objectives (Section 2) from the ground
truth eye gaze data. By understanding where and with what intensity
the radiologist focuses, we can filter out irrelevant data before the clas-
sification step. This ensures that our model does not rely on incorrect
information, as follows how the radiologist would do, which addresses
the aforementioned problem (ii). As a consequence, we can understand
the decision of the model because each diagnosis is paired with an
attention heatmap, which gives us the interpretaility characteristic. As
a result, our system stands apart from existing black-box models by
offering greater interpretability. Users can glean meaningful insights
from each module of our system independently [36]. Furthermore, this
design allows our model to utilize all information from the datasets.
Table 1 illustrates the overall capacity of our model compared to
existing methods.

To the best of our knowledge, there are no public datasets that
associate radiologists’ anatomic attention heatmap with each finding.
To address this, we propose the DiagnosedGaze++ dataset and its
semi-automatic curated procedure. To obtain the radiologist’s atten-
tion intensity, we use the REFLACX dataset [34], which contains a
plethora of eye gaze information captured by high-sensitivity hardware
of radiologists analyzing CXR images. The original data only provides
the raw eye gaze with noise. Aligning this gaze data with specific
findings is complex due to the dynamic nature of gaze attention. For
instance, a radiologist’s focus may rapidly switch between the heart
and various lung sections before making a diagnosis. This variability
makes it difficult to pinpoint the exact gaze points crucial for diagnosis.
Given the complexity of gaze attention heatmaps and their alignment
with abnormal findings, manual annotation is challenging. To address
this, we introduce a semi-automatic method that filters gaze data
based on lung anatomy, resulting in a curated eye gaze dataset with
gaze attention for each part of the lung, including the corresponding
abnormality ground truth.

Our contributions can be summarized as follows:
• We introduce a novel end-to-end controllable & interpretable ap-
proach, called ItpCtrl-AI, that uses a CXR image in conjunction
with an anatomical prompt to determine the location and in-
tensity of the radiologist’s focus followed by the prediction of a
corresponding finding. To the best of our knowledge, our method
is the first in the medical domain to learn from radiologist-based
anatomical gaze attention while offering controllability.

• We introduce DiagnosedGaze++, a gaze dataset designed to be
interpretable for CXR diagnostic purposes. To create this dataset,
we employ a semi-automated method that utilizes transcripts and
anatomic gaze masks to extract heatmaps based on radiologists’
eye gaze data.

• We performed extensive experiments to validate the effectiveness
of ItpCtrl-AI. To ensure reproducibility, we will release the source
code, annotated dataset, and trained models upon acceptance.

This journal version significantly extends its conference predeces-
sor [37]. First, we introduce an end-to-end framework instead of the
two-stage framework in [37], thereby advancing the method of model-
ing radiologists’ intentions for CXR analysis. Secondly, we double the
sample size of our proposed dataset. Then, we enrich the comparative
analysis with other segmentation methods, validating the efficacy su-
periority of our method over existing ones. Finally, we broaden the
scope with extensive ablation studies to dissect the contribution of
each component in our model. This work significantly enhances the
original [37] by offering a more robust, interpretable, and controllable
AI system for medical image diagnosis.

2. Related work

Explainable Deep Learning. Understanding a model’s decision-
making process holds significant importance today, particularly in
computer-aided diagnosis (CAD) systems. Recent developments such as
Class Activation Mapping (CAM) [11–13,17] have showcased one com-
mon approach: training a black box model and subsequently employing
CAM-related techniques to visualize critical areas. While black-box
models often exhibit high performance, they are recognized for their
unreliability, as highlighted in literature [38]. Our work diverges from
traditional black-box techniques and their reliance on post-hoc visu-
alization to interpret black-box models. Unlike these methods, which
are prone to unreliability despite their high performance, our model
is built with interpretability at its core. We aim to closely replicate
the diagnostic approach of the radiologist, aiming to make the model’s
decision-making process transparent from the outset rather than relying
on after-the-fact explanations.

Interpretable Deep Learning. Unlike the aforementioned explain-
able tools, a more desirable approach entails the design of a system
wherein decisions are intrinsically linked to explainability, particularly
in high-stakes medical contexts [38]. Generally, interpretable models
aim to transform inputs into human-interpretable representations such
as concepts or prototypes, which are then harnessed for prediction. To
imbue the model with self-explanatory capabilities, many researchers
have embraced successful prototype-based approaches [14,39–41]. For
example, ProtoPNet [14] introduces a prototypical part network that
identifies prototypical parts within input images, leveraging this insight
for the final prediction. PIP-net [41] learns prototypes that align closely
with human visual perception, serving as scoring sheets during classi-
fication. However, these approaches rely on the automatic learning of
prototypes to explain predictions, which can result in prototypes that
are not intuitively understandable by humans. Notably, TCAV [42] is
trained to identify important concepts from a user-defined set of con-
cepts when predicting a class, such as recognizing important ‘‘striped’’
to classify the type of ‘‘zebra’’. Yet, its reliance on categorical data for
training and its concept importance scoring can hinder the exploration
of less overt concepts, such as gaze attention. Our approach extends
beyond these methodologies by utilizing radiologist-annotated gaze
data to guide the model to directly learn gaze attention and produce
attentions that reflect the radiologist’s perspective. This direct inclusion
of gaze data sets our work apart by providing a realistic layer of
interpretation grounded in actual radiological practice.

Disease Condition Localization. Some existing methods [18,27,
43,44] predict a bounding box to localize diseases, with the ground
truth being a bounding box and a disease label. However, the result-
ing bounding boxes usually include significant portions of irrelevant
space [31]. Other works [45,46] train the model primarily on an
image-level label and extract saliency maps or use Class Activation
Mapping (CAM) to obtain the location of the disease. However, these
works lack constraints on where the model should look, which results
in random, uninterpretable attention. The work of [19] predicts an
attention, but the ground truth is a full gaze map, and its GradCAM
visualization indicates that the model is unreliable as it incorporates
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Fig. 2. The detailed pipeline of our proposed controllable & interpretable framework ItpCtrl-AI to decode radiologists’ intense focus for accurate CXR diagnoses. Ê is the Hadamard
product.

unrelated information in classification and attention prediction. By
contrast, we utilize a unique combination of eye-tracking information,
the reading of the radiologist, and anatomic segmentation to generate
precise anatomic radiologist-based attention.

CXR Disease Classification. Disease classification using CXR im-
ages has gained much attention recently. The earliest of these efforts,
ChexNet [15], is a DenseNet [47] that uses the entire CXR image as its
direct input. Since then, many efforts that use deep learning have risen
from the related areas of supervised learning [48,49], semi-supervised
learning [50,51], and self-supervised learning [52,53]. Besides using
the whole CXR to predict disease, numerous studies [16,27,54–58] sug-
gest that location information of the disease can help in classification
tasks. However, the above methods generally include irrelevant areas,
such as some pixels within bounding boxes, or they learn automati-
cally without any constraints that align with real-world explanations,
such as with prototypes or CAM. To the best of our knowledge, no
existing methods use anatomic radiologist-based attention in aiding and
masking out irrelevant pixels in medical images for classification.

3. Problem formulation

Given a CXR image x and an anatomical query q, e.g., ‘‘Diagnosis
of {}’’ as a prefix with ‘‘left lung’’, ‘‘right lung’’, or ‘‘the
heart’’, our goal is to produce a radiologist-based attention heatmap
a, gaze mask m, and the corresponding finding y.

A generated attention heatmap and gaze mask must be close, both
location-wise and intensity-wise, to the eye gaze attention of the ra-
diologist, constructed in Section 5. This ensures that the generated
attention accurately captures the radiologists’ attention heatmaps and
provides meaningful insights into their diagnostic process. In addition,
the predicted finding y should only be based on the similarity of visual
information that the radiologist would use in practice.

4. Architecture

Our model tackles the formulated problem in Section 3 by intro-
ducing ItpCtrl-AI, consisting of three main modules: Anatomic-Driven
Adapter, Intensity Decoder, and Masked Classifier, where Anatomic-Driven
Adapter and Intensity Decoder are used to solve the Radiologists’ At-
tention Modeling challenge, and Masked Classifier solves the Attention-
based Decision-making challenge, as described in Fig. 1. First, our

model takes a CXR image x with the size of H ùW and an anatomical
query q as the inputs and feeds them into a visual encoder and text
encoder from a medical-specialized CLIP model, called BiomedCLIP [4].
Then, we propose a novel end-to-end lightweight Anatomic-Driven Fea-
ture Extractor module comprising novel adapter blocks to fuse these
encoded features into one feature. Then, we feed the fused features into
the Intensity Decoder to produce the attention and gaze mask. Finally,
we feed all attention, gaze mask, and the original image into theMasked
Classifier to predict finding y. The architecture is illustrated in Fig. 2.

4.1. Pretrained feature encoders

To utilize a strong existing CLIP model in medical imaging, we
leverage a pretrained BiomedCLIP [4], which was trained on 15 million
image-caption pairs in PMC-15M [4], to adapt with the small size of
our dataset. BiomedCLIP has two encoders: Visual Encoder and Text
Encoder. The Visual Encoder is a Vision Transformer (ViT) model [1]
that uses patches with 16 ù 16 pixels in size and has 12 transformer
layers. The Text Encoder is a BERT model, called PubMedBERT, and
has 12 transformer layers. As the pretrained CLIP model is already
well-trained, we only need a lightweight adapter to adapt to our task,
proposed in Section 4.2

BiomedCLIP Visual Encoder. We are inspired by [59] to use
the intermediate features of the Visual Encoder of BiomedCLIP as it
provides more useful information than only using the features of the
final layer. First, we feed the image x into the BiomedCLIP Visual
Encoder and extract the intermediate features f

vj
À RH_16ùW _16ù768

from 4 layers, i.e., 0, 3, 6, and 9, where j À {0, 3, 6, 9} and we count
with 0-based index.

BiomedCLIP Text Encoder. Unlike visual encoding, the anatomical
prompts are short, i.e. one or two words, and we use them to instruct
the direction that the model should focus. Therefore, we only obtain the
final embedding f

t
À R512 from the BiomedCLIP Text Encoder module.

4.2. Anatomic-driven adapter

Our Anatomic-Driven Adapter (ADA) is a deep adapter with archi-
tecture based on (L + 1)-layer Vision Transformer (ViT) [1], which
leverages a Vision Transformer (ViT) architecture to process chest X-
ray (CXR) images by embedding image patches, applying transformer
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Algorithm 1 Anatomic-Driven Adapter (ADA) Pipeline. [�, �] is the
concatenation operation.
Input: CXR image x

Split x into multiple 16 ù 16 patches
f
ap

} Linear(patches), where f
ap

À R(H_16ùW _16)ùD

Initialize s
p
À RD as a scaling vector.

(f
a0
, s

0
) } TransformerLayer

0
([f

ap
, s

p
])

for i = 0 to L * 1 do
f
®

ai
} Fusion(f

ai
, f

vi
, f

t
)

(f
ai+1

, s
i+1

) } TransformerLayer
i+1

([f
®

ai
, s

i
])

end for
Finally, we obtain the last layer feature f

aL
and the scaling vector s

L

Fig. 3. Illustration of Anatomic-Driven Adapter (ADA) Pipeline.

layers, and fusing features to produce final layer features and scaling
vectors. The detailed pipeline is shown in Fig. 3 and Algorithm 1.

Scaling vector. The scaling vector plays an important role in gen-
erating gaze attention in Section 4.3. The intuition of including the
scaling vector is that each element in the last latent feature does not
contribute equally across all anatomic parts, so the learnable scaling
vector allows the model to flexibly re-weight the last feature in the most
suitable way to produce the final intense attention. By concatenating
f
®

ai
with s

i
into an input before feeding into transformer layers, the

last scaling vector s
L

can gain important information of f
ai

, where
i À [0, L], thanks to self-attention operation.

Fusion blocks. The fusion block has three inputs: the BiomedCLIP
visual encoding at the jth block f

vj
À RH_16ùW _16ù768, the BiomedCLIP

text embedding f
t

À R512, and the adapter latent feature f
®

ai
À

R(H_16<W _16)ùD at the ith block. Note that, this fusion block fuses only
the features of the input image, so we do not use a scaling vector as it
is used for another purpose.

Mathematically, we obtain the fused adapter feature f
®

ai
by:

f
®

t
= Linear

512ôD
(f

t
), (1)

f
®

vj
= Flat t en(Conv2d

s=1,k=1,out=D
(f

vj
)), (2)

f
®

ai
= f

ai
‚ f ®

vj
‚ f ®

t
, (3)

where operator ‚ is the element-wise adding operator, Linear
512ôD

(�) is
the Linear layer with input dimension of 512 and output dimension of
D, Conv2d

s=1,k=1,out=D
(�) is the convolutional layer with stride (s) of 1,

kernel size (k) is 1 ù 1, and the output channel size is D, and Flat t en(�)
is the flatten operation to change a 2D matrix of size H_16 ùW _16 to a
vector of size H_16 < W _16. Note that f ®

vj
and f

ai
have the same shape

of (H_16 < W _16) ù D, but f
®

t
’s dimension is D, so the add operation

of f ®

t
broadcasts across the first dimension of f ®

vj
and f

ai
.

To simplify the pipeline, we only use the add operation for feature
fusion because it is a simple and strong established baseline [59]. While
other fusion mechanisms may enhance performance, they are beyond
the scope of this paper.

4.3. Intensity decoder

Our Intensity Decoder produces two main outputs: the gaze at-
tention Ça À [0, 1]

HùW and gaze mask Çm À BHùW , where the set
B = {0, 1}. This Intensity Decoder module answers ‘‘where to focus’’
(location) and ‘‘how to attend’’ (intensity) by using the features from
the Anatomic-Driven Adapter.

Creating gaze attention. The Intensity Decoder receives the output
of the last layer of our adapter, i.e. latent feature f

aL
À R(H_16<W _16)ùD

and the scaling vector s
L

À RD, to generate the attention heatmap.
We first pass f

aL
and s

L
into two separated multilayer perceptrons

(MLPs) M
f

and M
s
, respectively, to project both vectors into another

latent space for decoding intensity. We then use matrix multiplica-
tion between them to produce a small gray-scale attention logit a

®

l
À

R(H_16<W _16). To get the final attention logit, we resize a
®

l
into Ça

l
À

RHùW . Finally, we obtain the gaze attention by applying a sigmoid
function.

Mathematically, we obtain the predicted gaze attention Ça by

a
®

l
= M

f
(f

aL
)‰ (s

L
), (4)

Ça
l
= R

(H_16<W _16)ô(HùW )
(a

®

l
), (5)

Ça = �( Ça
l
), (6)

where ‰ is the matrix multiplication operation, R
(H_16<W _16)ô(HùW )

(�)
is an operator that first reshapes a vector of size H_16 < W _16 to
H_16 ù W _16 and then resizes it to a 2D matrix of size H ù W , and
�(x) = 1

1+e*x
is the sigmoid function to normalize the value range to 0

and 1 that matches our ground truth heatmap a.
Creating gaze mask. Given the predicted attention mask Ça À

[0, 1]
HùW , we create the predicted mask Çm by applying a step functionF (�) with a threshold of 0.5:

F (x) =
T

1 if x g 0.5

0 otherwise
(7)

In other words, we have

Çm = F ( Ça). (8)

4.4. Masked classifier

Finally, the Masked Classifier tells us whether the input CXR is
abnormal or not. Using the predicted attention Ça À [0, 1]HùW and
mask Çm from the previous step, we use Hadamard product on Ça and
Çm with the image x to re-weight the importance of all pixels, called
x
®. Afterward, we pass x

® to our Visual Intense Encoder (V), a Fully
Connected (FC) layer followed by Softmax activation to extract and
produce the finding probability y

®
À [0, 1]. In our implementation, the

Visual Intense Encoder is the same frozen BiomedCLIP Visual Encoder
as in Section 4.2 to avoid unnecessary parameters. Formally, we obtain
the probability y

® by
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x
®
= Ça Ê Çm Ê x, (9)

y
®
= sof t maxF C(V(x®)), (10)

where Ê is the Hadardmard product. At inference time, we obtain the
predicted finding Çy by applying a threshold of 0.5, i.e. Çy = F (y

®
).

4.5. Losses

Gaze attention loss L
h
. Given the predicted logit Ça

l
À RHùW and

ground truth gaze attention a À [0, 1]
HùW , we compute the gaze

attention L
h

loss as L
2
:

L
h
= Ò Ça

l
* �

*1
(a)Ò

2
, (11)

where �
*1
(x) = ln x

1*x
is the logit function. Note that we compute

the loss before applying the sigmoid function to the predicted logit
attention to avoid the issue of vanishing gradients.
Gaze mask losses L

m
. Given ground truth gaze mask m À BHùW , where

the set B = {0, 1}, we compute the gaze mask loss L
m

by combining the
standard binary cross entropy loss L

bc e and dice loss L
d ic e on the mask

probability, i.e. attention, Ça and mask ground truth m as in [60].

L
m
= L

bc e( Ça, m) + L
d ic e( Ça, m). (12)

Classification loss L
c
. We use the standard binary cross entropy loss

between the predicted probability finding y
® and the ground truth

finding y to guide the classifier. Formally, we have

L
c
= L

bc e(y®, y). (13)

Finally, we train the architecture with the final objective as

L = L
h
+ L

m
+ L

c
. (14)

5. DiagnosedGaze++ dataset

REFLACX [34] provides eye gaze data for more than 2500 CXRs
from MIMIC-CXR [61], where each gaze sequence is captured using
a device with a sensitivity of 1000 Hz. However, REFLACX does not
provide a gaze map for each anatomic part of the lung. With how
random each gaze sequence is, we manually annotated the data to
construct the disease-level gaze attention heatmap ground truth. The
process of creating the ground truth is discussed in Sections 5.2 and
5.3. An overview of our data processing is shown in Fig. 4. The Raw
Input panel on the left shows an original chest X-ray and a chest X-
ray with overlaid eye-tracking data, indicated by white dots. These
dots represent the gaze points of a radiologist examining the X-ray.
The annotations on the left side of the image provide timestamps (in
second) and corresponding observations made by the radiologist, such
as ‘‘0–4 s: <say nothing>’’ and ‘‘8–15 s: right basilar opacity may
represent consolidation’’. The second panel, called Filtered gaze on
keywords, displays the filtered gaze paths corresponding to specific
keywords mentioned by the radiologist, such as ‘‘left’’, ‘‘right’’, and
‘‘heart’’. These paths are color-coded to match the keywords, and
the images are filtered to show only the gaze data relevant to those
terms. The slider positioned above the images denotes the timestamp
value, which signifies the end time of the interval for the gaze points
corresponding to each keyword: the ‘‘left’’ gaze timestamp commences
at 0 and concludes after 8 s, the ‘‘right’’ gaze timestamp begins at 0 and
terminates at 15, and the ‘‘heart’’ gaze timestamp starts at 0 and ends
at 17. In the panel below, the original chest X-ray is segmented into
three anatomical structures: the left lung, right lung, and heart by using
a finetuned SAMed. We apply Hadamard product Ê on the keyword-
filtered gaze and the anatomical segmentation masks to produce the
final gaze sequence, as shown in the top right panel. The bottom right

Table 2
Data distribution corresponding to four distinct set-
tings: C: cardiomegaly, L: Left lung, R: Right lung, M:
entire chest and merging all samples from the C, L,
and R subsets.
Settings No. samples (train:val:test)

C 626:117:137
L 1458:313:308
R 1311:297:268
M 3395:727:713

Table 3
Keywords list.

Categories Keywords

C

‘‘cardiomegaly’’; ‘‘enlarged’’ and
‘‘cardiac’’; ‘‘enlarged’’ and ‘‘heart’’;
‘‘normal’’ and ‘‘heart’’;
‘‘cardiomediastinal’’;
‘‘mediastinum’’ and ‘‘normal’’.

L ‘‘left’’

R ‘‘right’’

M C
∑

L
∑

R

row of the figure presents two outputs of the eye gaze data: gaze
attention and gaze mask.

Note that the only category that has more than 300 samples after
annotation is Cardiomegaly. Therefore, Cardiomegaly is treated as a
separate subset, while all other diseases are categorized into left or
right lung subsets. After labeling the data, we split it into four distinct
settings:

• C: Only samples with the transcript that specifically mentions
cardiomegaly.

• L: Only samples with the transcript that specifically mentions left
lung.

• R: Only samples with the transcript that specifically mentions
right lung.

• M: Merging all samples from C, L, and R.
For each subset, we split 70% for training, 15% for evaluation, and

15% for testing. We also keep the balance between the positive and
negative ratios to be 1:1. The data distribution is shown in Table 2.

5.1. Keywords

The annotation transcripts are created by five radiologists with
different word usage for one finding. For example, some may say en-
larged cardiac silhouette, while others say cardiomegaly.
So to address the variability, we will take all radiologist’s verbal
transcripts into consideration. For each sentence, we determine the key-
words to decide its category. The selected keywords for each category
are as follows (see Table 3).

Some example sentences for each category:

• C: marked cardiomegaly is present; heart size is large; cardiac
silhouette is enlarged.

• L: possible small left pleural effusion; left basilar subsegmental
atelectasis; no consolidation in the left lung.

• R: opacity within the basilar right hemithorax with curvilinear
superior margin may represent a subpulmonic pleural effusion
parenchymal opacity; right basilar pneumothorax; right lung is
clear.

5.2. Classification

Based on our four distinct settings, we design four yes/no questions
for classifying findings.
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Fig. 4. The pipeline of creating ground truth gaze attention heatmaps and gaze masks of DiagnosedGaze++.

Table 4
Abnormal findings in each setting.
Settings Findings

C Cardiomegaly

L

Pleural abnormality, Enlarged hilum,
Consolidation, Pulmonary edema,
Atelectasis, Lung nodule or mass,
Ground glass opacity, Interstitial lung disease,
Pneumothorax, Emphysema.

R

Pleural abnormality, Enlarged hilum,
Consolidation, Pulmonary edema,
Atelectasis, Lung nodule or mass,
Ground glass opacity, Interstitial lung disease,
Pneumothorax, Emphysema.

M C
∑

L
∑

R
∑

• C: Is there cardiomegaly?
• L: Is there a finding (excluding Cardiomegaly) in the left lung of

the image?
• R: Is there a finding (excluding Cardiomegaly) in the right lung

of the image?
• M: Is there a finding in the masked image?
Table 4 shows the abnormal findings in each setting. For each

sample of a particular setting, the label is True if at least one of the
setting’s findings is True, otherwise False.

5.3. Ground truth attention heatmap

To create the ground truth attention heatmap, we perform two
steps: make anatomic masks and filter fixations. Fig. 4 demonstrates
the overall pipeline for making ground truth gaze attention heatmaps.
Anatomic masks. REFLACX [34] also does not provide anatomic
masks, so we have to create these masks as well. Currently, the
anatomic masks for three big parts are provided by EGD-CXR [19]:
left lung, right lung, and the mediastinum. We finetune SAMed [62]
on EGD-CXR, then use the finetuned model to make inferences on
REFLACX. Then, we manually correct the gaze masks if there is any
problem. For example, we heuristically cut out the top half of each
mediastinum mask to make the heart masks, but the automatic script
may cut too much, so we check and fix it to correctly cover the heart.
Filtering fixation sequence. For a particular anatomic region, we can
acquire the fixations by looking for keywords (see Section 5.1) in the
sentences of the provided transcript. For example, cardiomegaly
or enlarged and cardiac for setting C. Then, we will pick the
rightmost sentence to decide the upper end of the interval contain-
ing our desired fixations. Specially, given a sequence of sentences

Table 5
Dataset comparison between existing CXR datasets and our DiagnosedGaze++.

Dataset Classification Gaze data Anatomy-aware gaze

Chest ImaGenome [63] 3 7 7

REFLACX [34] 3 3 7

EGD [19] 3 3 7

DiagnosedGaze++ 3 3 3

{s
1
, s

2
,… , s

n
}, if we find s

3
, s

4
and s

10
contain the keyword, we will

use s
10

. As a result, the chosen fixations are in the interval [0, e], where
e is the ending time of the sentence s

10
. Using the predicted mask from

before, we exclude any fixation point located beyond its boundaries.
Note that the starting time of 0 is required to capture potentially
relevant visual information from the moment the radiologist takes their
very first glance. Finally, by applying a Gaussian filter with a radius
of 150 on the chosen fixations’ coordinates [19], we obtain the final
ground truth attention heatmap.
Anatomical prompt. We also need the input prompt to guide the
model. For our anatomical prompt, we use the prefix ‘‘diagnosis of
{}’’.

After the prefix, we append our target: ‘‘left lung’’ for left
lung heatmap prediction, ‘‘right lung’’ for right lung heatmap, and
‘‘heart’’ for heart heatmap.

5.4. Ground truth gaze mask

Given a ground truth attention a À [0, 1]HùW , we create the ground
truth gaze mask m by applying the step function F (�) (Eq. (7)) on all
pixel values of a to create the ground truth mask m.

6. Experimental details

6.1. Datasets

Table 5 compares the advantages of different datasets in terms
of their support for classification tasks, availability of gaze data, and
presence of anatomy-aware gaze annotations. The Chest ImaGenome
dataset supports classification tasks but lacks gaze data and anatomy-
aware gaze annotations. The REFLACX and EGD datasets both support
classification tasks and include gaze data, but do not provide anatomy-
aware gaze annotations. In contrast, the DiagnosedGaze++ dataset
supports classification tasks, includes gaze data, and uniquely offers
anatomy-aware gaze annotations, making it the most comprehensive
dataset among those listed for these specific features.
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We use two datasets for our experiments: DiagnosedGaze++ and
Chest ImaGenome dataset [63]. DiagnosedGaze++ provides anatomy-
aware gaze, offering a unique evaluation aspect. The Chest ImaGenome
dataset, derived from the public MIMIC-CXR [61], is a detailed collec-
tion of chest X-ray images annotated with comprehensive anatomical
and pathological labels. It comprises over 240,000 images with anno-
tations for various anatomical structures and abnormalities. To adapt
Chest ImaGenome to our settings (L, R, and C), we use the anatomy
annotation to identify abnormality labels for the left lung, right lung,
and heart. We adhere to the data split provided by [61] for Chest
ImaGenome and follow the procedure outlined in Section 5 for Diag-
nosedGaze++. Note that REFLACX and EGD are not evaluated because
their samples and annotations come from MIMIC-CXR, the same source
as Chest ImaGenome.

To train the heatmap prediction-based interpretable approaches on
Chest ImaGenome, we initially train the heatmap predictor on Diag-
nosedGaze++’s training set. Subsequently, we predict the heatmaps
for the left lung, right lung, and heart for each image in the Chest
ImaGenome dataset. Following this, we train the classifier head using
the images weighted by the predicted heatmaps, along with their
corresponding classification labels. We ensure that the training set used
in the initial phase does not overlap with the validation and test set of
the Chest ImaGenome dataset.

6.2. Implementation details

The ViT adapter is an 8-layer vision transformer with dimensions of
240, 6 attention heads, and an input patch size of 16 ù 16. The Biomed-
CLIP’s visual encoder is a 12-layer ViT-B/16 pretrained on resolution
224

2. The BiomedCLIP’s text encoder is a 12-layer BERT with a vocab
size of 30,522. We freeze both the text encoder and visual encoder of
BiomedCLIP in the attention prediction and classification stages. The
Convolutional layer in the fusion block has 1 ù 1 convolution kernel,
stride of 1, and 240 channels. The Linear layer in the fusion block has
512 as the input dimension and 240 as the output dimension. The MLPs
in the Intensity Decoder have 3 fully connected layers and a hidden
dimension of 256. We proceed to train them with a learning rate of
0.0001, batch size of 16, 60,000 iterations, and AdamW optimizer [64].
The training process takes roughly 4 h on a single Quadro RTX 8000
GPU.

6.3. Metrics

To quantify the performance at capturing the radiologist’s intensity,
we use the mean of L

2
(mL2), L

1
(mL1), and peak signal-to-noise

ratio (mPSNR) over all samples. On the other hand, we also need
to measure how well the attention can filter out irrelevant pixels
by using intersection over union on foreground (fgIoU), background
(bgIoU), and frequency-weighted IoU (fwIoU). To measure how good
the classifiers are, we use the standard metrics Accuracy, AUC, and F1.
Intensity metrics. Given the predicted gaze attention Ça and the ground
truth gaze attention a of a sample, we compute L

2
, L

1
, and PSNR by:

L
2
= Ò Ça * aÒ

2
=

y

x

x

x

w

H ,W
…

i=1,j=1

( Ça
i,j

* a
i,j
)2, (15)

L
1
= Ò Ça * aÒ

1
=

H ,W
…

i=1,j=1

 Ça
i,j

* a
i,j
, (16)

PSNR = 10 log
10

H

M AX2

I

M S E( Ça, a)

I

= 10 log
10

H

W +H

L
2

2

I

, (17)

where H is the height, W is the width, a
i,j

is the true attention value
of pixel (i, j), and Ça

i,j
is the predicted attention value, M AX

I
is the

maximum possible intensity value (in our case it is 1), and M S E =

1

W +H

≥H ,W
i=1,j=1

( Ça
i,j

* a
i,j
)
2
=

L
2

2

W +H
. The reported values of mL2, mL1,

and mPSNR are the means of L
2
, L

1
, and PSNR across all samples,

respectively.
Location metrics. Given the predicted gaze mask Çm and the ground
truth gaze mask m, we compute fgIoU, bgIoU, and fwIoU by:

f gIoU =
 Çm

f g „ m
f g

 Çm
f g ‰ m

f g
, (18)

bgIoU =
 Çm

bg
„ m

bg


 Çm
bg

‰ m
bg


, (19)

f wIoU = 1

f
f g + f

bg

(f
f g f gIoU +f

bg
bgIoU), (20)

where Çm
f g is the set of pixels that represents the foreground, in our

case, where the pixel value equals 1, and similarly we obtain m
f g .

For the set of pixels whose value equals 0, we obtain the predicted
background mask Çm

bg
and ground truth background mask m

bg
. f

f g
and f

bg
are the frequencies of the foreground pixels and background

pixels, respectively. The frequency is defined as all occurrences in a
sample of a value, i.e. 0 for background, and 1 for foreground. The
reported values of fgIoU, bgIoU, and fwIoU are averaged across the
whole dataset.
Diagnosis metrics. We use the standard Accuracy, AUC, and F1 to
measure the performance of classifiers on diagnosing.

Accur acy = 1

N

N
…

i=1

1( Çy
i
= y

i
), (21)

where N is the total number of samples, Çy
i

is the predicted finding for
sample i, y

i
is the ground truth finding for sample i, 1(�) is the indicator

function, which equals 1 if the condition inside the parentheses is true,
and 0 otherwise.

AUC is calculated by plotting the true positive rate, i.e. T P R =

T P
T P+F N , against the false positive rate, i.e. F P R =

F P
F P+T N , where T P is

the number of true positives, F N is the number of false negatives, F P
is the number of false positives, T N is the number of true negatives,
at various classification thresholds and then computing the area under
the resulting curve.

Finally, we compute F1 Score

F1 = 2 � pr ecision � r ecall
pr ecision + r ecall , (22)

where pr ecision = T P
T P+F P and r ecall = T P

T P+F N .

7. Experiment results

7.1. Comparison

Methods. To evaluate the performance of our ItpCtrl-AI, we compare
our model under various aspects:

• Black-box approach: In terms of Locaiton and Intensity, we train a
ResNet-101 [2] on our settings. Then we use Relevance-CAM [11],
Grad-CAM [12], Grad-CAM++ [17], and Integrated Grad-CAM
[13] to extract the attention heatmaps. In term of Decision, we
train Karargyris et al.’s method (EfficientNet backbone) [19],
Medical MAE [65], and TA-DCL [66]. On the Chest ImaGenome
classification task, we do not have gaze supervision for Karar-
gyris et al. [19], so we remove their heatmap decoder head for
evaluation.

• Prototype-based approaches: We deploy PIPNet [41], XProtoNet
[67], ProtoPool [68], and ProtoPNet [14].

• Replacing attention predictors: we substitute our adapter with
TransUNet [19,32] or PnP-AdaNet [33]. We train these alter-
native segmentation methods using our attention and pseudo-
groundtruth masks. Subsequently, we apply the same masking
technique as in ItpCtrl-AI before classification.
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Fig. 5. Comparison of the results between various CAM methods and ours ItpCtrl-AI.

Note that, all methods, except ItpCtrl-AI, are trained on separate sub-
sets, i.e. C, L, and R subsets, because we need to use one input to infer
on three anatomies. Then, we take the average of performance on all
subsets to get the final scores. Meanwhile, ItpCtrl-AI is trained on only
the M subset. We evaluate all methods 5 times with cross-validation
and reported the mean and dispersion scores for all metrics.

7.2. Qualitative results

Figs. 5–7 show the difference between our results and other results
from CAM, segmentation, and prototype-based methods. Our approach
yields notably more accurate attention, attributed to an architecture
specifically designed with a focus on replicating radiologist-based at-
tention.

Despite training across three distinct subsets, CAM methods result
in inaccurate and unreliable attention heatmaps due to the lack of
specific constraints, as shown in Fig. 5. Note that, although [19]’s
predicted attention heatmap is not too far off and its accuracy is
73.72%( Table 7), its Grad-CAM visualizations (Fig. 5) show that [19]
use mostly irrelevant information to classify and produce attention
heatmaps.

On the other hand, Fig. 6 highlights the capability of segmenta-
tion methods to identify relevant areas effectively. Nonetheless, our
methodology aligns more closely with the ground truth, largely due to
the L

2
attention loss. This loss is instrumental in refining the model’s

attention predictions, considering that the ground truth is derived from
frequency counts. TransUNet, PnP-AdaNet, and the method described
in [19] utilize solely segmentation loss, such as binary cross-entropy
loss, designed to manage probability values. Although the attention
heatmap values range from 0 to 1 for both our method and these
segmentation approaches, the underlying characteristics of these values

diverge, leading to differences in performance outcomes. This effect is
further validated in our ablation study (Section 8.2).

Regarding prototype-based approaches, Fig. 7 shows that state-of-
the-art methods, even when trained without gaze supervision, can
achieve commendable localization results qualitatively, particularly
XProtoNet. ProtoPNet, being one of the earlier prototype-based meth-
ods, often struggles to localize important areas. XProtoNet, on the
other hand, performs well in localizing areas of interest. However,
the inclusion of gaze supervision provides ItpCtrl-AI with an overall
performance boost, especially noticeable in intensity metrics.

7.3. Quantitative results

Location and Intensity. As shown in Table 6, our method achieves
superior performance over other methods. Among the CAM-based
methods, Integrated Grad-CAM has the highest scoring, but its scores
are still lower than those of the methods that directly predict attention
heatmaps. For example, Integrated Grad-CAM has a fgIoU score lower
than ours by approximately 25 units. In terms of ‘‘where to look
at’’, [19]’s IoU scores closely match our method. In particular, ours
has a slightly increase fgIoU than [19] by 0.23, and our method has a
better bgIoU by 9.33 unit. Regarding prototype-based methods, most
can decently localize the left lung, right lung, and heart, particularly
XProtoNet. The best prototype-based method evaluated on our dataset,
XProtoNet, achieves scores comparable to heatmap prediction methods
in location metrics. However, without gaze supervision, these methods
fail to achieve better intensity scores. Our method outperforms exist-
ing approaches in both location and intensity metrics, demonstrating
superior performance in predicting radiologists’ gaze patterns on chest
X-rays compared to the current SOTAs.
Diagnosis. Tables 7 and 8 show that our method achieves the highest
scores across all metrics. For example on AUC, ItpCtrl-AI achieves
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Fig. 6. Comparison of the results between various segmentation methods and our ItpCtrl-AI.

Fig. 7. Comparison of the results between various prototype-based methods and our ItpCtrl-AI. For local explanation, PIPNet uses patches (yellow boxes indicate the chosen patches),
XProtoNet uses occurrence maps to highlight relevant areas, and ProtoPNet employs a similarity matrix for localization. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)

76.81% and 88.76%, respectively, even though ItpCtrl-AI utilizes only a
portion of the input image defined by our predicted attention heatmap,
while the other methods have access to the full image. Most methods
perform well as classifiers in our settings, likely because our settings of
C, L, and R are generally straightforward. For instance, Medical MAE
achieves nearly 75% in AUC on DiagnosedGaze++, and EfficientNet

(Karagyris et al. [19]) achieves an AUC of 86.53%. Notably, XPro-
toNet is effective in both location and intensity metrics and performs
well in the classification task. Overall, our method performs well and
shows strong results on both DiagnosedGaze++ and the public Chest
ImaGenome dataset.
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Table 6
The performance in Radiologists’ Attention Modeling challenge in comparison with state-of-the-art methods. Our method stands out for its fine-grained localization and precision.
Note that the Grad-CAM [19] method extracts the attention from [19] using Grad-CAM. CAM-based techniques derive heatmaps from black-box models. Prototype-based methods
utilize local explanations specific to each model, such as patches in PIPNet or occurrence maps in XProtoNet. Heatmap prediction methods are directly supervised using gaze
heatmap ground truth data.

Attention type Methods Location Intensity

fgIoU~ bgIoU~ fwIoU~ mPSNR~ mL1ö mL2ö

CAM-based

Relevance-CAM [11] 33.12 ± 1.02 41.72 ± 0.50 40.85 ± 1.36 4.38 ± 0.29 0.56 ± 0.03 0.30 ± 0.02
Grad-CAM [12] 36.78 ± 0.92 79.55 ± 0.75 75.78 ± 1.25 9.14 ± 0.35 0.22 ± 0.03 0.15 ± 0.04
Grad-CAM++ [17] 27.50 ± 0.88 81.02 ± 1.10 76.77 ± 1.11 9.65 ± 0.41 0.21 ± 0.01 0.09 ± 0.02
Integrated Grad-CAM [13] 30.33 ± 1.13 83.90 ± 0.90 79.44 ± 1.38 11.60 ± 0.52 0.17 ± 0.02 0.08 ± 0.01
Grad-CAM (from [19]) 24.73 ± 0.74 56.22 ± 1.20 53.47 ± 0.95 8.50 ± 0.40 0.27 ± 0.04 0.13 ± 0.03

Prototype-based

ProtoPNet [14] 41.78 ± 2.03 85.08 ± 1.14 81.23 ± 1.25 10.46 ± 0.74 0.19 ± 0.04 0.09 ± 0.02
ProtoPool [68] 40.34 ± 1.13 85.44 ± 0.91 81.47 ± 0.23 9.56 ± 0.11 0.20 ± 0.03 0.10 ± 0.01
PIPNet [41] 43.46 ± 1.43 86.27 ± 0.45 82.43 ± 0.31 10.25 ± 0.40 0.18 ± 0.02 0.10 ± 0.02
XProtoNet [67] 49.53 ± 0.66 89.36 ± 0.99 85.66 ± 0.59 12.33 ± 0.28 0.12 ± 0.02 0.08 ± 0.01

Heatmap Prediction

Karargyris et al. [19] 55.67 ± 0.65 84.88 ± 0.92 82.10 ± 1.08 12.50 ± 0.60 0.18 ± 0.03 0.09 ± 0.02
TransUNet [32] 51.65 ± 1.02 91.60 ± 1.15 87.95 ± 0.95 12.20 ± 0.75 0.10 ± 0.03 0.07 ± 0.03
PnP-AdaNet [33] 48.60 ± 0.87 90.85 ± 1.05 86.75 ± 1.00 11.40 ± 0.58 0.09 ± 0.02 0.06 ± 0.01
ItpCtrl-AI (Ours) 55.90 ± 0.60 94.21 ± 0.55 90.45 ± 0.70 17.65 ± 0.75 0.06 ± 0.02 0.03 ± 0.02

Table 7
The performance in Decision-making challenge for all classifiers on DiagnosedGaze++. Black-box methods
directly predict labels from inputs without explicit visual explanations. Prototype-based approaches learn
to explain their predictions automatically during end-to-end training, without gaze heatmap supervision.
Heatmap Prediction methods first generate a heatmap, then use it to inform diagnosis. Following this
categorization, Karagyris et al. [19]’s work is classified as a black-box method, as its predicted heatmap
stems from the same bottleneck feature used for classification, rather than directly informing the diagnostic
process.
Model type Model Accuracy(%) F1(%) AUC(%)

Black-box

Resnet-101 [2] 70.20 ± 0.21 68.12 ± 0.15 70.91 ± 0.13
TA-DCL [66] 64.10 ± 0.92 63.54 ± 0.88 67.18 ± 0.51
Medical MAE [65] 73.46 ± 0.42 75.60 ± 0.68 74.92 ± 0.25
Karargyris et al. [19] 73.72 ± 0.33 73.44 ± 0.10 74.53 ± 0.03

Prototype-based

PIPNet [41] 73.10 ± 0.45 75.27 ± 0.45 74.77 ± 0.45
ProtoPool [68] 70.91 ± 1.01 71.67 ± 0.50 72.03 ± 0.12
XProtoNet [67] 71.41 ± 0.12 72.21 ± 0.41 74.90 ± 0.74
ProtoPNet [14] 63.10 ± 0.94 60.27 ± 0.62 62.56 ± 0.31

Heatmap prediction
TransUNet [32] 72.33 ± 1.16 72.16 ± 0.25 72.71 ± 0.27
PnP-AdaNet [33] 73.65 ± 1.04 71.53 ± 0.22 73.18 ± 0.21
ItpCtrl-AI (Ours) 75.66 ± 0.27 76.51 ± 0.20 76.81 ± 0.35

Table 8
The performance in Decision-making challenge for all classifiers on the Chest ImaGenome dataset. Black-box methods directly
predict labels from inputs without explicit visual explanations. Prototype-based approaches learn to explain their predictions
automatically during end-to-end training, without gaze heatmap supervision. Heatmap Prediction methods first generate a
heatmap, then use it to inform diagnosis.

Model type Model Accuracy(%) F1(%) AUC(%)

Black-box

Resnet-101 [2] 76.41 ± 0.85 75.62 ± 0.91 86.29 ± 1.12
TA-DCL [66] 69.78 ± 1.23 70.94 ± 1.15 75.81 ± 1.09
Medical MAE [65] 73.69 ± 0.94 77.52 ± 1.01 83.12 ± 0.87
Karargysis et al. [19](EfficientNet [69]) 76.97 ± 0.89 75.19 ± 1.02 86.53 ± 0.97

Prototype-based

PIPNet [41] 75.86 ± 1.14 73.48 ± 1.09 77.14 ± 1.21
ProtoPool [68] 67.96 ± 1.18 67.38 ± 1.07 71.09 ± 1.13
XProtoNet [67] 77.84 ± 0.87 78.94 ± 0.78 87.88 ± 0.64
ProtoPNet [14] 75.32 ± 1.02 76.89 ± 0.84 84.57 ± 1.18

Heatmap prediction
TransUNet [32] 77.98 ± 0.93 78.24 ± 0.72 86.75 ± 0.88
PnP-AdaNet [33] 77.69 ± 0.76 78.52 ± 0.95 85.71 ± 1.05
ItpCtrl-AI (Ours) 80.39 ± 0.73 80.41 ± 0.82 88.76 ± 0.69

8. Ablation study

8.1. Heatmap prediction of a particular setting

The use of querying to predict findings on a particular region
can make the model good at some findings, while bad at others. To
demonstrate that our model can overcome this limitation, we use the
same checkpoint trained on the final dataset (M setting), and then
we test on separate settings: C, L, and R. As shown in Table 9, our
model achieves high performance with a marginal difference between

the full setting (M) versus subsetting C, L, and R. Table 9 also shows
the robustness of our model across all settings.

Table 9
Ablation study: Attention prediction of particular settings.

Settings fgIoU~ fwIoU~ mPSNR~ mL1ö

C 54.22 ± 0.15 90.68 ± 0.92 17.45 ± 0.38 0.06 ± 0.01
L 54.75 ± 1.28 89.88 ± 1.05 17.51 ± 1.02 0.07 ± 0.02
R 55.58 ± 0.33 90.41 ± 0.88 16.09 ± 0.25 0.09 ± 0.01
M 55.90 ± 0.60 90.45 ± 0.70 17.65 ± 0.75 0.06 ± 0.02
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Table 10
Ablation study: the impact of attention and mask losses.

Losses Location Intensity

L
h

L
s

fgIoU~ fwIoU~ mPSNR~ mL2ö

3 7 21.54 ± 1.20 84.04 ± 1.15 15.58 ± 1.30 0.03 ± 0.01
7 3 54.67 ± 1.25 85.87 ± 0.95 12.34 ± 1.10 0.05 ± 0.02
3 3 55.90 ± 0.60 90.45 ± 0.70 17.65 ± 0.75 0.03 ± 0.02

8.2. The importance of losses

Both losses are equally important. Without the gaze mask loss L
m

,
the gradient flow of L

h
, which is based on L

2
, is not enough for the

model to learn where to look, and it can easily collapse to a local
minima where a metric like mL2 is good, but other metrics like fgIoU
are bad. As shown in Table 10, fgIoU dramatically drops to 21.54, while
mL2 is 0.03. On the other hand, using only the L

m
loss can only make

the model predict general area instead of gaze attention, as shown in
Section 7.2, and gives suboptimal results in mPSNR with 12.34 points.
Therefore, we use masks created from the attention heatmaps together
with cross-entropy loss and dice loss to guide the model as the gaze
mask loss L

m
, and the L

2
loss as heatmap loss L

h
, which is close to

the nature of attention heatmap (based on counting as described in
Section 5).

8.3. The importance of anatomic-driven adapter

The Anatomic-driven Adapter (ADA) plays a vital role, as evidenced
by the fact that without it, the performance is only marginally better
than the CAM black-box method. The ADA is essential because it
effectively serves as the heatmap predictor. To emphasize the necessity
of a deep adapter, we conduct an experiment where the adapter was
replaced with an MLP that receives input from both the visual and text
features extracted from BiomedCLIP. The visual feature was obtained
from the last layer (12th layer) of BiomedCLIP’s visual encoder, while
the text feature was derived from the final layer of the text encoder,
as in Section 4. The results presented in Table 11 show that ItpCtrl-
AI without ADA only marginally outperforms the black-box approaches
and achieves inferior results compared to the complete ItpCtrl-AI. Fur-
thermore, the gaze attention predictability significantly decreases and
yields an mPSNR lower than that of Integrated Grad-CAM ( Table 6)
when ADA is not employed. These findings emphasize the fact that
without the ADA utilized in ItpCtrl-AI, the system is unable to effec-
tively adapt to the gaze attention prediction task and, consequently,
fails to provide adequate attention for the classifier.

8.4. The importance of scaling vector s

We define a learnable scaling vector s in Section 4 to help the
model learn. From the output f

aL
À RW ùHùD, it is true that we can

naively create the final output by taking the mean of the last dimension.
However, as shown in Table 12, the inflexibility of naively averaging
the feature space effectively prevents the model from learning.

8.5. Performance on various classifier backbones

The effectiveness of the classifier could be from the strong back-
bone of our classifier. To determine how strong of the effect of our
chosen Visual Encoder, we change our Visual Intense Encoder in Sec-
tion 4.4, which is BiomedCLIP’s Visual Encoder, to Resnet-101 [2] and
EfficientNet-b0 [69]. We also allow these encoders to learn, instead
of using a frozen pretrained from other dataset. Table 13 presents the
results that demonstrate the lack of significant impact on performance
when altering the backbone, thus suggesting that the primary factor
influencing outcomes lies in the masking of input prior to the classifier.

8.6. Weight initialization

When it comes to training neural networks, the effective initializa-
tion of network weights holds paramount importance in constructing
robust and generalizable models. Usually, this objective is accom-
plished through the utilization of pre-trained weights. However, in our
specific pipeline, this process is non-trivial. In Table 14, we compare
the performance of using pretrained ImageNet weights versus random
weights on our adapter.

• We utilize pretrained weights with eight transformer layers
sourced from Huggingface’s model zoo, trained on the ImageNet-
21k dataset [3]. These weights are applied to our adapter in a
one-to-one mapping, matching layer orders (e.g., 0 to 0, 1 to 1, 2
to 2), while the fusion block is initialized randomly.

• In the random initialization scenario, we use PyTorch’s default
initialization for all layers.

The results show no performance improvement, possibly due to
the disparity and domain gap between domain of natural images in
ImageNet and that of medical images (CXR in our case). While med-
ical pretrained weights could be beneficial, developing an effective
pretraining strategy for our adapter, which handles both textual and
visual data, remains challenging. Current leading strategies [4,70] often
employ separate encoders for text and vision, rather than a unified one.
As a result, we choose random weight initialization for the adapter to
maintain its versatility.

8.7. The importance of end-to-end training scheme

While the general pipeline is the same, different training schemes
can bring different performance. In our findings, end-to-end training
can help improve all components altogether. In particular, the results
shown in Table 15 demonstrate that the end-to-end training approach
slightly outperforms the two-stage training across most metrics. Specifi-
cally, it achieves marginally higher fgIoU, bgIoU, and fwIoU, indicating
a more accurate localization of relevant areas. In intensity metrics, it
also performs better, with higher mPSNR and lower mL1 and mL2, sug-
gesting that it can more accurately capture the radiologists’ attention.
Furthermore, the end-to-end approach shows a slight improvement in
diagnostic metrics, with higher accuracy, F1 score, and AUC, indicating
a more effective overall diagnosis capability. These comparisons high-
light the advantages of the end-to-end training scheme in enhancing
model performance across location accuracy, intensity of focus, and
diagnostic reliability.

8.8. Choosing layers for fusion

The information from BiomedCLIP plays a paramount role in our
pipeline. Specifically, relying solely on our adapter leads to a meager
fgIoU score of 27.39 (refer to Table 16, w/o. fusion setting).

Then, we follow [59] to determine the optimal fusion layer. By
default, we use the feature of the last layer of BiomedCLIP’s text
encoder as our text feature f

t
. Subsequently, we proceed to merge these

text features with features from different layers of BiomedCLIP’s visual
encoder, labeled as f

vj
where j À {0, 1, 2,… , 12}, alongside features in a

different position in our adapter, referred f
ai

where i À {0, 1, 2,… , 8}.
This fusion process generates the combined feature f

®

ai
(as described

in Eq. (1)). Let 0th be the 0 layer. We run multiple fusion settings as
below:

• w/o. fusion: there is no fusion operations happening. We train our
adapter from scratch in this setting.

• 0: visual encoder’s 0th layer + text feature + our adapter’s 0th
layer, i.e.

f
®

a0
= f

v0
+ f

t
+ f

a0
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Table 11
Ablation study: Impact of Anatomic-driven Adapter (ADA) on ItpCtrl-AI.

Weight
initialization

Location Intensity Diagnosis

fgIoU~ bgIoU~ mPSNR~ mL1ö F1(%)~ AUC(%)~

w/o ADA 46.20 ± 1.15 89.90 ± 0.85 10.75 ± 0.92 0.09 ± 0.02 73.30 ± 1.20 72.15 ± 1.10
w/ ADA 55.90 ± 0.60 94.21 ± 0.55 17.65 ± 0.75 0.06 ± 0.02 76.51 ± 0.20 76.81 ± 0.35

Table 12
Ablation study: Impact of the scaling vector s on anatomic-driven adapter.

Settings fgIoU~ fwIoU~ mPSNR~ mL1ö

w/o s 17.81 ± 0.12 66.03 ± 0.20 11.62 ± 0.08 0.15 ± 0.01
w/ s 55.90 ± 0.60 90.45 ± 0.70 17.65 ± 0.75 0.06 ± 0.02

Table 13
Ablation study: Our ItpCtrl-AI model on various classifier backbones.

Model Accuracy(%) F1(%) AUC(%)

Ours (Resnet-101) 74.35 ± 0.15 74.46 ± 0.12 74.40 ± 0.14
Ours (EfficientNet-b0) 75.39 ± 0.11 75.16 ± 0.10 75.43 ± 0.09
Ours 75.66 ± 0.27 76.51 ± 0.20 76.81 ± 0.35

• 3r d: visual encoder’s 3rd layer + text feature + our adapter’s 0th
layer, i.e.

f
®

a0
= f

v3
+ f

t
+ f

a0

• 6t h: visual encoder’s 6th layer + text feature + our adapter’s 0th
layer, i.e.

f
®

a0
= f

v6
+ f

t
+ f

a0

• 9t h: visual encoder’s 9th layer + text feature + our adapter’s 0th
layer, i.e.

f
®

a0
= f

v9
+ f

t
+ f

a0

• 12t h: visual encoder’s 12th layer + text feature + our adapter’s
0th layer, i.e.

f
®

a0
= f

v12
+ f

t
+ f

a0

• {9,12}t h: visual encoder’s {9,12}t h layers + text feature + our
adapter’s{0,1}st layers, i.e.

f
®

a0
= f

v9
+ f

t
+ f

a0

f
®

a1
= f

v12
+ f

t
+ f

a1

• {6,9}t h: visual encoder’s {6,9}t h layers + text feature + our
adapter’s {0,1}st layers, i.e.

f
®

a0
= f

v6
+ f

t
+ f

a0

f
®

a1
= f

v9
+ f

t
+ f

a1

• {3,6,9}t h: visual encoder’s {3,6,9}t h layers + text feature + our
adapter’s {0,1,2}t h layers, i.e.

f
®

a0
= f

v3
+ f

t
+ f

a0

f
®

a1
= f

v6
+ f

t
+ f

a1

f
®

a2
= f

v9
+ f

t
+ f

a2

• {0,3,6,9}t h: visual encoder’s {0,3,6,9}t h layers + text feature +
our adapter’s{0,1,2,3}t h layers, i.e.

f
®

a0
= f

v0
+ f

t
+ f

a0

f
®

a1
= f

v3
+ f

t
+ f

a1

f
®

a2
= f

v6
+ f

t
+ f

a2

f
®

a3
= f

v9
+ f

t
+ f

a3

• {0,3,6,9,12}t h: visual encoder’s {0,3,6,9,12}t h layers + text fea-
ture + our adapter’s {0,1,2,3,4}t h layers, i.e.

f
®

a0
= f

v0
+ f

t
+ f

a0

f
®

a1
= f

v3
+ f

t
+ f

a1

f
®

a2
= f

v6
+ f

t
+ f

a2

f
®

a3
= f

v9
+ f

t
+ f

a3

f
®

a4
= f

v12
+ f

t
+ f

a4

The findings in Table 16 demonstrate a substantial performance
enhancement when fusing features from deeper layers, such as 9 and
12, within a single fusion configuration. In pursuit of further improving
results, we extensively explore various combinations of positions for
fusing features in both the BiomedCLIP visual encoder and our adapter.
We discover that the {0, 3, 6, 9}t h positions, which is the proposed
setting in Section 4, yield the most superior outcomes.

9. Limitations

Our study provides promising insights into radiological image inter-
pretation; however, we acknowledge certain limitations that we aim to
address in future work.

Our framework utilizes pre-trained VLMs (BiomedCLIP) for extract-
ing features. BiomedCLIP was trained on PMC-15M dataset containing
15 million biomedical image-text pairs collected from 4.4 million sci-
entific articles. While BiomedCLIP is recognized one of the SOTA
pre-trained models for medical imaging, it is a generalist 2D medical
imaging model and is not specifically designed for CXR. Therefore, a
more specialized model tailored to represent CXR data would be bene-
ficial. To address this limitation, it is essential to develop a specialized
CXR model in the future, which necessitates access to a large-scale CXR
dataset. We believe one promising approach to achieve this is through
self-supervised learning, which could leverage the vast amount of un-
labeled CXR data to create a more tailored and robust representation
of chest radiographs.

While CXR images are widely available, quick to perform, and
relatively inexpensive compared to CT scans, they may not reveal subtle
or small pathologies such as small tumors, early-stage lung diseases, or
subtle fractures. Thus, it is necessary to extend the current developing
computational model to model radiologists’ intentions on CT scans.
However, obtaining gaze sequence data on CT images poses significant
challenges. We have taken this challenge into consideration and our
clinical team and scientific team have worked together to obtain such
data. Developing an end-to-end interpretable and controllable AI on CT
scans is our ongoing research and we are at the stage of CT scans acqui-
sition and preprocessing. It is important to emphasize that working with
CT scans presents substantially greater challenges compared to CXR
images, due to their three-dimensional nature, increased complexity,
and the vast amount of data each scan contains. This complexity not
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Table 14
Our pipeline performance under different weight initialization.

Weight
initialization

Location Intensity Diagnosis

fgIoU~ bgIoU~ mPSNR~ mL1ö F1(%)~ AUC(%)~

ImageNet init. 48.95 ± 0.20 92.49 ± 0.25 16.11 ± 0.12 0.11 ± 0.01 74.43 ± 0.15 75.34 ± 0.18
Random init. 55.90 ± 0.60 94.21 ± 0.55 17.65 ± 0.75 0.06 ± 0.02 76.51 ± 0.20 76.81 ± 0.35

Table 15
Ablation study: Our pipeline performance in comparison with two-stage training.

Training scheme Location Intensity Diagnosis

fgIoU~ bgIoU~ mPSNR~ mL1ö F1(%)~ AUC(%)~

Two-stage 55.83 ± 0.18 93.28 ± 0.22 16.90 ± 0.15 0.08 ± 0.01 76.24 ± 0.14 76.18 ± 0.13
Ours 55.90 ± 0.60 94.21 ± 0.55 17.65 ± 0.75 0.06 ± 0.02 76.51 ± 0.20 76.81 ± 0.35

Table 16
Ablation study: our method with different layer positions for the fusion process.

Fusion layers Location Intensity Diagnosis

fgIoU~ bgIoU~ mPSNR~ mL1ö F1(%)~ AUC(%)~

w/o. fusion 27.39 ± 0.14 79.95 ± 0.20 9.15 ± 0.12 0.17 ± 0.03 69.82 ± 0.15 69.67 ± 0.14

0th 28.62 ± 0.13 80.58 ± 0.18 10.80 ± 0.10 0.15 ± 0.02 70.95 ± 0.12 70.66 ± 0.13
3rd 43.62 ± 0.22 86.10 ± 0.25 13.36 ± 0.17 0.14 ± 0.01 74.71 ± 0.18 74.39 ± 0.15
6th 44.80 ± 0.20 89.12 ± 0.30 15.90 ± 0.20 0.11 ± 0.03 76.01 ± 0.16 75.37 ± 0.14
9th 51.48 ± 0.18 90.71 ± 0.22 16.12 ± 0.15 0.10 ± 0.02 76.30 ± 0.14 75.88 ± 0.12
12th 48.29 ± 0.25 87.10 ± 0.20 15.87 ± 0.14 0.09 ± 0.01 77.47 ± 0.18 75.74 ± 0.15

{9,12}th 49.10 ± 0.18 88.95 ± 0.24 16.69 ± 0.16 0.09 ± 0.02 77.12 ± 0.15 76.08 ± 0.13
{6,9}th 51.06 ± 0.14 91.23 ± 0.25 17.12 ± 0.18 0.09 ± 0.02 74.96 ± 0.13 75.96 ± 0.12
{3,6,9}th 54.86 ± 0.22 93.09 ± 0.28 17.37 ± 0.17 0.08 ± 0.02 76.30 ± 0.15 75.94 ± 0.14
{0,3,6,9}th 55.90 ± 0.60 94.21 ± 0.55 17.65 ± 0.75 0.06 ± 0.02 76.51 ± 0.20 76.81 ± 0.35
{0,3,6,9,12}th 54.93 ± 0.24 91.71 ± 0.28 16.84 ± 0.20 0.07 ± 0.01 76.50 ± 0.18 75.32 ± 0.14

only affects data collection and preprocessing but also significantly in-
creases the computational requirements and model complexity needed
to effectively analyze and interpret CT scans.

Despite some limitations mentioned earlier, our work is one of
the first attempts to model radiologists’ intentions, aiming to create
a controllable and interpretable decision-making AI framework. We
hope that our findings will inspire future research in the large area of
trustworthy AI in healthcare.

10. Discussion and conclusion

In summary, we have successfully developed a unified controllable,
and interpretable pipeline that innovatively addresses the challenges in
medical imaging diagnostics. Our approach stands out for its ability to
generate anatomical attention heatmaps and predict abnormal findings
in chest X-ray images. By leveraging anatomical prompts, our model
offers a unique layer of control and flexibility, allowing users to specify
the type of heatmap and diagnosis they seek. Moreover, the framework
enhances interpretability by mirroring the focus and intensity of radi-
ologists’ gaze during their diagnostic process. This not only makes the
model more reliable but also demystifies the reasoning behind medical
diagnoses, making a significant move away from traditional black-box
approaches.

Additionally, we have introduced a semi-automatic filtering process
to produce a high-quality gaze dataset that provides gaze attention
heatmaps, masks, and abnormality annotation. We hope the release of
this dataset will advance the field, especially in helping future efforts
to make CXR abnormality classification more interpretable.

From a broader perspective, our work is novel in its attempt to
reverse engineer the diagnostic focus of radiologists. This is a pivotal
step toward improving the transparency and reliability of AI systems in
medical imaging.
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