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Fig. 1. (a) An input satellite image. (b) An input elevation map used for terrain modeling. (c) The semantic segmentation result obtained using our method. (d)
The farm scene generated using our method combined with interactive editing, populated with parametric layout models representing fields, trees, roads,
and grassland. The layout of the scene is derived from the input satellite image. (e) A zoomed-in view showcasing the rich, self-organized patterns of its
agricultural landscape. (f) A further zoomed-in view highlighting the detailed variations in plant growth.

In this paper we propose a scalable framework for large-scale farm scene
modeling that utilizes remote sensing data, specifically satellite images. Our
approach begins by accurately extracting and categorizing the distributions
of various scene elements from satellite images into four distinct layers: fields,
trees, roads, and grasslands. For each layer, we introduce a set of controllable
Parametric Layout Models (PLMs). These models are capable of learning
layout parameters from satellite images, enabling them to generate complex,
large-scale farm scenes that closely reproduce reality across multiple scales.
Additionally, our framework provides intuitive control for users to adjust
layout parameters to simulate different stages of crop growth and planting
patterns. This adaptability makes our model an excellent tool for graphics
and virtual reality applications. Experimental results demonstrate that our
approach can rapidly generate a variety of realistic and highly detailed farm
scenes with minimal inputs.
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1 INTRODUCTION
Scene modeling has been used in a wide range of applications, in-
cluding urban planning [Vanegas et al. 2009], building detection
[Marmanis et al. 2018], and natural resource management [Salter
et al. 2009], etc. In particular, farm scene modeling is poised to un-
lock significant potential in agricultural remote sensing, such as
cultivated land detection and yield prediction [Liakos et al. 2018].
In addition, farm scene modeling can craft immersive virtual envi-
ronments for games and VR, and such models can serve as a critical
starting point for the simulation of various agricultural downstream
tasks, such as training for unmanned agricultural machinery.

Manually modeling large-scale detailed farm scenes is non-trivial.
Procedural modeling, bolstered by advances in inverse procedural
modeling [Li et al. 2021; Martinovic and Van Gool 2013; Niese et al.
2022], offers a promising solution. Although many of them focus on
specific elements, a holistic farm scene requires the consideration of
diverse elements like fields, trees, and roads. In reality, each of these
elements exhibits distinct characteristics. For example, the layout
of fields and the orientation of roads are often influenced by plan-
ning and established practices, while the density of trees might be
constrained by natural ecological factors. Given the distinct charac-
teristics of these elements and the influence of human interventions,
defining separate procedural generation rules for reconstruction is
essential. However, as they are intricately intertwined, separating
and modeling them individually presents a challenge.
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Satellite images, widely available and capable of capturing vast
agricultural landscapes, are an ideal source for farm scene modeling.
However, directly using satellite images to generate realistic farm
scenes is challenging due to the following inherent limitations of
remote sensing. First, the presence of noise in remote sensing im-
ages, a consequence of fixed satellite viewpoints, diminished object
resolutions, vague boundaries, and a shortage of high-quality anno-
tations, significantly impedes region partitioning and the semantic
extraction of distinct elements. Second, the representational capac-
ity of farmland satellite images has intrinsic constraints. Specifically,
a single pixel might encompass multiple crops, obscuring detailed
information about crop growth.

In this work, we introduce a new farm scene modeling framework
to create accurate and realistic farm scenes that adhere to actual dis-
tributions, by leveraging readily available satellite images. Inspired
by structured planting practices in modern agriculture, we observed
that fields and forest regions, while appearing as scattered patches in
satellite images, often display consistent internal textural patterns.
Cutting-edge deep learning techniques excel at distinguishing such
distinct textures. Specifically, our framework accurately extracts
the distribution of the scene from a satellite image and decomposes
the scene into four layers: fields, trees, roads, and grasslands. A
parametric layout model (PLM) is defined for each layer, learning
its respective layout parameters from the satellite image. Our exper-
imental results demonstrate the efficacy of the proposed method.
Our method enables the efficient creation of 3D farm scenes that
reproduce input satellite imagery with remarkable fidelity. Further,
user-controlled parameter adjustments introduce flexibility in the
level of detail and variations within the generated scenes.
The main contributions of our work are as follows: (1) To uti-

lize remote sensing data for precise farm scene reconstruction, we
develop a hierarchical virtual farm procedural modeling approach
that robustly identifies the genuine scene distribution from satellite
imagery. (2) In order to decipher and define a range of farm scene
patterns, we design an array of PLMs that are capable of accurately
reproducing realistic farm scenes at varying scales, including a field
PLM that effectively models fields by capturing crop spatial distri-
butions and phenological stages, thereby replicating self-organizing
patterns observed in agricultural landscapes.

2 RELATED WORK
Inverse Procedural Modeling. Many inverse procedural modeling

methods have been proposed for individual categories, including
terrain [Guérin et al. 2017; Zhao et al. 2019], buildings [Demir et al.
2016; Kelly et al. 2017; Martinovic and Van Gool 2013; Nishida et al.
2016; Vanegas et al. 2012a], man-made objects [Bokeloh et al. 2010],
and material textures [Guerrero et al. 2022; Hu et al. 2019, 2022a,b;
Lagae et al. 2009; Wei et al. 2008]. Each method is strictly confined
to its specific category. Researchers also applied generic rules to
accommodate various inputs, including leveraging natural language
processing to encode a set of generative rules to learn design pat-
terns from data [Talton et al. 2012], or using deep learning to learn
the L-system representation of pixel images [Guo et al. 2020]. How-
ever, these strategies generally do not consider the decoupling and
modeling of diverse categories present within a single input. This

proves to be a significant challenge in intricate settings, such as
farm landscapes, where various categories are often intertwined.

Agricultural Farmland Extraction. Farmland extraction plays a
crucial role in remote sensing image analysis, with the objective of
accurately and automatically delineating agricultural boundaries or
crop types. Traditional methods [Cheng et al. 2020; Rydberg and
Borgefors 2001; Wagner and Oppelt 2020; Yan and Roy 2014], includ-
ing multispectral segmentation and gradient edge detection, and
time-series data processing, often faced challenges with irregularly
shaped farmlands and required non-trivial parameter tuning, re-
sulting in potential over-segmentation [Hong et al. 2021]. Recently,
deep learning has shown immense potential to extract agricultural
plots from high-resolution remote sensing imagery [Fare Garnot
and Landrieu 2021; Jong et al. 2022; Long et al. 2022; Masoud et al.
2019; Waldner and Diakogiannis 2020; Xia et al. 2018; Xu et al. 2023].
For example, Masoud et al. [2019] used a fully convolutional net-
work (FCN) for farm boundary delineation and introduced a method
to enhance spatial resolution. Persello et al. [2019] developed a strat-
egy for smallholder farm boundary extraction by merging global
and grouping algorithms. Researchers also applied deep convolu-
tional networks [Waldner and Diakogiannis 2020] and temporal
self-attention networks [Fare Garnot and Landrieu 2021] for more
refined agricultural data extraction. These methods, however, face
the challenge of generalization across diverse landscapes and farm
types.

Urban and Plant Modeling. In the realm of scene reconstruction,
parallels can be drawn between farm modeling and urban model-
ing, especially considering the prevalence of vegetation and roads.
Several urban modeling studies [Aliaga et al. 2016, 2008; Chen et al.
2008; Parish and Müller 2001; Vanegas et al. 2012b] proposed road
modeling methodologies based on generation. Nonetheless, the pri-
mary focus within the scope of farm scene reconstruction resides
in the accurate replication of actual road locations, as opposed to
the generation of new road networks.

On the vegetation front, in addition to detailed 3D modeling of in-
dividual trees [Liu et al. 2021], some research efforts focused on the
spatial distribution of trees in urban scenes [Beneš et al. 2011; Niese
et al. 2022], or modeled plants within ecological systems [Makowski
et al. 2019; Pałubicki et al. 2022]. In particular, Niese et al. [2022]
proposed the first method to place vegetation in large-scale urban
landscapes using satellite images. The Procedural Placement Models
(PPM) in their approach simplify complex vegetation patterns into
a set of simple placement rules. However, directly applying PPM to
farm scenes would present additional challenges. Influenced by vari-
ous environmental factors, combined with distinct planting patterns,
crops not only exhibit spatial self-organization patterns but also
are in different phenological stages due to genetic and nutritional
competition [Gao and Zhang 2021]. The focus of our work diverges
significantly from these existing efforts, specifically accounting for
the presence and distribution of crops and trees in natural outdoor
settings. Unlike traditional style transfer methods that describe veg-
etation coverage, we employ semantic segmentation techniques to
precisely capture masks for various elements.
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Fig. 2. Pipeline illustration of our farm scene modeling framework. First, the input satellite imagery undergoes region-based semantic segmentation, resulting
in distinct classifications of farmland, tree, and background layers. Upon this foundation, we define PLMs for each layer, extracting necessary parameter
values accordingly.

3 METHOD OVERVIEW
Our approach consists of the following two main modules. Figure 2
illustrates the pipeline of our framework.

Farm scene semantic segmentation. A two-step segmentation pipeline
is specifically tailored to accurately capture the unique distributions
associated with various farm scene elements. We dissect the input
satellite image into discrete region masks, which are subsequently
classified into distinct categories: field layers and tree layers. After
that, we further refine the initial segmentation by subdividing these
masks to isolate elements of interest. For the background layer, we
first extract the road network structures. The remaining unclassified
regions naturally assume to be grassland.

First, we employ the SAM segmentation framework [Kirillov et al.
2023] to dissect the input satellite image, denoted as I𝑠 , into discrete
region masks. These masks are subsequently classified into distinct
categories: field layers and tree layers. Following this initial segmen-
tation, we further refine our results by subdividing these masks to
isolate elements of interest. Additionally, we establish templates for
a variety of crop types and stages of cultivation. We then deploy
texture matching techniques for more refined subdivisions within
the field layers. As for the background layer, we first extract the road
network structures. The remaining unclassified regions naturally
assume the role of grasslands.

Procedural farm scene generation. We customize PLMs for each
layer, utilizing machine learning techniques to automatically extract
the necessary parameter values for the PLMs. We define distinct
layout rules for different field templates, thereby enabling our mod-
eled fields to display macro-scale crop self-organization patterns.
Meanwhile, through the incorporation of vigor parameters within
the PLMs, we allow the simulation to reflect plant growth variations
at the granular level.

4 FARM SCENE ANALYSIS AND SEGMENTATION
As described above, our farm scene segmentation is a two-stage
process. The first stage focuses on the accurate delineation of bound-
aries, setting the stage for the second stage, where the semantic
categorization of these delineated areas is determined. To this end, a
detailed structured representation of the farm scene can be achieved,
thereby enabling a deep analysis and reconstruction of different
regions in the farmland landscape.

In light of advances in the SAM segmentation framework [Kirillov
et al. 2023], which excels in boundary extraction, we leverage its
powerful performance to extract boundary information. However,
the semantic meanings of the extracted regions are not defined. To
address this, we use neural networks to semantically interpret these
patches. The intrinsic variability in the segmented regions means
that these patches come in various sizes and shapes, as illustrated
in Figure 3(b).

Fig. 3. Our two-stage segmentation process: an input satellite image (a), the
preliminary segmentation result (b) using the SAM, and the final segmenta-
tion result (c) obtained by a trained classifier, where yellow areas represent
fields and green areas represent trees.

The variability of patch sizes introduces a challenge: the discrep-
ancy in input dimensions. To handle this inconsistency, we leverage
the pre-trained ResNet34 model [He et al. 2016]. By applying adap-
tive average pooling to each patch region, we achieve the uniformity
of dimensionality and extract standardized features from the regions.
We then employ an MLP classifier, augmented with stacked convo-
lutions during the feature processing phase. This not only ensures
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the consistency in the input dimensions, but also permits us to cate-
gorize spatial zones rooted in their inherent attributes. The entire
division process can be represented as

Y = 𝑐 (𝑓 (I𝑠 ⊙ Msam)), (1)

where Y represents the labels, 𝑓 and 𝑐 refer to the feature extractor
and classifier respectively, andMsam represents the mask images ob-
tained through segmentation. Through the ⊙ operation, the regions
corresponding to the masks are extracted. To this end, we divide the
input satellite image into distinct categories, namely, fields, trees,
and background, shown in Figure 3(c). Each category is treated with
different methods, as described in the following sections.
Upon the determination of the subcategory for a region, appro-

priate machine learning methodologies are applied to extract the
parameters indispensable to render the landscape. As a result, each
PLM takes a triplet as input, described below.

L = (R𝑠 ,P𝑙 ,M𝑛) , (2)

Where R𝑠 represents a set of layout rules associated with a subcate-
gory 𝑠 , P𝑙 denotes a collection of distinct layout parameters, and
M𝑛 denotes the regional mask used for the arrangement. In the
following sections, we will describe the PLMs for fields, trees, and
roads in detail. As for grassland areas, considering their complex
and unordered textures, we merely implement a projection intensity
parameter to regulate the addition of color offsets for the corre-
sponding sections of the satellite image in the 3D scene’s ground.

5 PROCEDURAL FIELD CROPS
Our field modeling process begins by selecting a characteristic tem-
plate for each farmland category from satellite imagery. For each
crop type, we select a representative square region from satellite
images containing that crop within farm areas. This template cap-
tures the most common texture characteristics observed in these
farmlands, aiding in texture matching and thus enabling the precise
identification of specific crop types in the fields. Once the templates
are matched, we employ carefully designed parametric rules to
generate a variety of farm landscapes, from macro to micro scales.

5.1 Subcategory Division
Given all the segmented areas that are classified as fields, it is essen-
tial to represent them using distinct texture representations specific
to farmland. To accomplish this, we leverage texture analysis tech-
niques to analyze and match the textures present within individual
patch areas, which is called texture matching in this work. By em-
ploying statistical measures, we extract relevant texture features that
encapsulate crucial information regarding grayscale co-occurrence
statistics, LBP descriptors, color distribution statistics, and other
discriminative texture attributes. Subsequently, these extracted fea-
tures are utilized for region-specific computations and analysis.
We select six category-specific templates for different types of

field: soybean, wheat, corn, sugarcane, harvested land, and bare
soil, as illustrated in Figure 4. These templates serve as representa-
tive visual patterns that capture the unique characteristics of each
category. Each scene utilizes a subset of these templates based on
its specific characteristics. We leverage the extracted feature val-
ues from the segmented areas and compute the cosine similarity

between these features and the template features. This allows us
to assign each segmented region to the most matched template,
thereby identifying the corresponding farmland subcategory.

Fig. 4. The six category-specific templates. A vitality map is shown in the
top-left corner. Note harvested land and bare soil templates do not have
vitality maps.

5.2 Crop Layout
Pałubicki et al. [2022] proposed an ecosystem simulation method
that models the self-organization patterns of plants in controlled en-
vironments. In agricultural settings, crop layout at the sowing stage
is influenced by mechanical operations, while the distribution of nu-
trients and mutual shading among plants during growth are shaped
by irrigation and terrain illumination. These result in crops being at
different phenological stages and exhibiting self-organizing patterns
in the field [Gao and Zhang 2021]. These manifest as distinctive
striated textures in remote sensing images.

5.2.1 Directional field. We generate 2D strands from images as a
guide for creating crop layout strands, thus simulating the natural
distribution of crops in farmlands. Specifically, we first adopt the
method in [Chai et al. 2012] to compute a 2D orientation map O𝑛

from patches that are extracted using the farmland maskM𝑛 from
input satellite image I𝑠 , with an example illustrated in Figure 6(a).
Then, non-maximum suppression is used to obtain a set of seed
pixels, serving as a starting point for further strand sampling.

In the process of line segment tracing and sampling, we introduce
two extensions to the original method in [Chai et al. 2012]. First, for
the current sampling point 𝑝𝑖 in an iteration, we extend an arc sam-
pling approach to select the next endpoint, creating smooth strands.
This is achieved by considering pixel points along the arc of a sector,
centered around the given direction and extending 𝛼 degrees on
both sides of the center line, with a radius 𝑟 . For each candidate
point 𝑞 𝑗 along the arc, we extract the pixels passed through from the
current point to the candidate point using the Bresenham algorithm
[Pitteway and Watkinson 1980]. We then calculate a score based
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on the consistency of their orientations with the orientation at the
current point as follows:

𝑆 (𝑞 𝑗 ) =
1
𝑁

𝑁∑︁
𝑘=1

𝐼 |Δ𝜃𝑖 𝑗𝑘 | ≤𝜆 ·
(
1 −

|Δ𝜃𝑖 𝑗𝑘 |
2 · 𝛼

)
, (3)

where 𝑁 is the total number of pixels traversed, Δ𝜃𝑖 𝑗𝑘 is the direc-
tional difference between the current point 𝑝𝑖 and the 𝑘-th pixel
along the path to the candidate point 𝑞 𝑗 (as indicated in the direction
field), and 𝜆 is an angular threshold. 𝐼 is an indicator function that
equals 1 when the inner condition holds, and 0 otherwise. Addition-
ally, 𝛼 accounts for the angular offset in the arc sampling, reducing
bias towards paths with larger angular differences. Finally, we select
the candidate point 𝑞 𝑗 with the highest score as the sampling point.

Second, we use curvature changes, instead of angular variations
in [Chai et al. 2012], to determine when to terminate the sampling.
The sampling process is terminated at a point where the discrepancy
between its curvature and the average local curvature exceeds the
designated threshold 𝜖 . We found this revised sampling strategy to
be highly effective in all our experiments. For the results presented
in this paper, the parameters 𝜆 = 𝜋/16, 𝛼 = 𝜋/4, and 𝜖 = 0.4.

5.2.2 Generating dense strands. With the agricultural field bound-
ary B𝑖 extracted from the mask M𝑖 and sparse 2D strands as input,
our method generates dense strands representing well-distributed
and logically-arranged crop planting areas in two steps. Initially,
the sparse strands undergo a deformation process through iterative
optimization, considering boundary constraints, local orientation
constraints, and regularization terms. Subsequently, we introduce
an iterative rule-based approach to generate dense strands within
the agricultural mask, filling areas where the directions of the crop
planting are less evident in the original image.

Strand deformation. Based on our observations on real-world
farmlands, we derive two heuristic rules: First, crops planted close
to contour boundaries tend to align more closely with the contours.
Second, on a local scale, multiple rows of crops exhibit similar plant-
ing directions, resembling lines with similar curvatures. Therefore,
in the optimization of strand deformation, we consider the following
three constraints: (1) Boundary constraints to ensure that lines closer
to the boundary contours are more aligned with the directions of
the contours; (2) Neighborhood constraints to ensure that nearby
lines with similar directions are more aligned with each other; (3)
Strand constraints to ensure that line segments do not deviate exces-
sively during deformation and maintain smooth curvatures without
abrupt changes.
Then, we define energy functions for the above constraints as:

𝐸𝐵 (𝑝𝑖 ) = 𝛽 · (1 − |𝑑 (𝑝𝑖 ) · 𝑑 (B(𝑝𝑖 )) |),

𝐸𝑁 (𝑝𝑖 ) = (1 − 𝛽)
∑︁

𝑛∈N(𝑝𝑖 )
(1 − |𝑑 (𝑝𝑖 ) · 𝑑 (𝑛) |),

𝐸𝑅 (𝑝𝑖 ) = |𝑝𝑖 − 𝑝𝑖 |2 + 𝜔1 |𝑝𝑖−1 − 2𝑝𝑖 + 𝑝𝑖+1 |2 ,

where 𝛽 is used to balance the deformation tendencies of strands rel-
ative to their boundary distances. In our experiments, 𝛽 = max(1 −
𝑚
𝑙
, 0). Here,𝑚 represents the distance of a point 𝑝𝑖 from the bound-

ary, which can be calculated using grid-based image analysis as
depicted in Figure 5(a); and the parameter 𝑙 controls the influence

range of the boundary constraint. 𝑑 (𝑝) is the normalized direction
vector of point 𝑝 , 𝑁 (𝑝) encompasses nearby points not on the same
strand but with similar orientations to 𝑝 , and B(𝑝) identifies the
nearest point on the boundary to 𝑝 . The strands are then deformed
by minimizing the following overall energy function:

𝐸 =
∑︁
𝑖

𝜔2 (𝐸𝐵 (𝑝𝑖 ) + 𝐸𝑁 (𝑝𝑖 )) + 𝐸𝑅 (𝑝𝑖 ), (4)

using the Adam optimizer. After 50 iterations, this optimization
results in strands that exhibit more rational and unified orientations.
In our experiments, the weights were empirically set to 𝜔1 = 10 and
𝜔2 = 50. Figures 5(b) and 5(c) show the 2D strands before and after
optimization, respectively.

Fig. 5. 2D strands optimization: (a) visualizes the calculated distances from
the boundary; (b) illustrates the 2D strands before optimization; and (c)
shows the result after optimization.

Iterative sampling. The next step is to generate fully covered and
smooth strands. The seed points generated by Chai et al. [2012] tend
to be concentrated in areas with distinct textural features, often
resulting in an incomplete coverage of the farmland. To address this,
we introduce an iterative approach combined with rule-based gen-
eration for comprehensive sampling. Specifically, optimized strands
are first placed in a reference set, followed by the addition of sampled
strands at each round into the sampled set.
Our iterative sampling strategy repeats the following steps: (1)

The round of sampling is concluded by selecting a reference line
within the farmland mask. Alternatively, designating a starting
coordinate position initiates subsequent steps. (2) Find the initial
sampling direction in a window centered on this point: first consider
the direction of the nearest point on the reference strand within
range; otherwise consider the direction of the nearest point on the
sampled strand within range. (3) Generate all initial points at equal
intervals along two normal directions until they extend beyond the
boundary or conflict with previously sampled strands. (4) Trace
along the initial direction to generate all strands.
While tracing each strand, we adhere to the following rules: 1)

The search direction at each time is the average of the directions
of the nearest points on different reference strands nearby. This
is to ensure similarity to previous search directions. 2) If there
exist sampled strands nearby during tracing, their curvatures are
considered to continue the tracing. 3) Terminate the tracing when
a strand crosses a reference line segment with a large directional
deviation or goes beyond the boundary.

Figure 6(b) shows the 2D strands generated through our iterative
sampling, plausibly covering a farmland area. By referencing the ac-
tual crop planting spacing and interpolating it into a high-resolution
mask, we can arrange crops to align their planting directions with
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the input satellite image. Figure 6(c) shows a close-up view of this
alignment, showing the rows of crops in a highly realistic layout.

Fig. 6. (a): An initial 2D orientation map (bottom) is extracted using the
farmland mask from an input satellite image (top). (b): Initial 2D strands
(top) and sampled 2D strands by our approach (bottom). (c): Aerial view
(top) and close-up view (bottom) of the reconstructed field.

5.3 Crop Types, Growth Stages, and Vitality
Visual attributes of farmlands are intrinsically linked to the types
of crops cultivated and their respective growth stages. To quantify
these characteristics, we introduce a set of parameters, notably the
growth stage parameter𝛾 , to delineate various stages of crop growth.
An analysis of reference images enables us to determine the crop
type 𝛼 . Subsequently, inspired by the work of [Liu et al. 2017a] in
distinguishing healthy plants from aging ones using color differen-
tiation, we use a contrast color-to-grayscale algorithm [Grundland
and Dodgson 2007] to transform the color information in the satel-
lite image into grayscale values to derive a vitality map indicative
of the crop’s health. Examples of these vitality maps are provided
in Figure 4. Considering the consistent color transitions displayed
by crops throughout their growth cycles, the grayscale values serve
as an effective metric for growth stage assessment.
Upon obtaining the vitality map, we sample the crop’s planting

position (𝑥,𝑦) to ascertain the crop’s growth stage and compute
its vitality parameter, denoted as 𝜈 = Vitality(𝑥,𝑦). The Vitality
function, defined as the average of all pixel values within the crop
coverage area, offers a quantitative depiction of the crop’s vitality
at that region. Figure 7 depicts the interplay between our growth
stage parameter 𝛾 and vitality parameter 𝜈 via the progression of
the corn plant growth. As illustrated in this figure, by appropriately
partitioning the growth stages for the crop and modulating the
vitality parameter 𝜈 , we can adeptly simulate the evolution of crop
size and leaf count during various growth stages.

6 ENVIRONMENTAL ELEMENTS GENERATION

6.1 Trees Placement
In real world agricultural scenarios, trees are often distributed along
specific pathways, with varied distances between trees, especially
in the vicinity of roads and fields (see Figure 8(a)). Considering the

Fig. 7. The two growth stages of corn controlled by vitality. The absolute
𝜈 values are segmented into two intervals: the first interval (top) where
𝜈 ∈ (0, 0.3) , and the second interval (bottom) where 𝜈 ∈ (0.3, 1) . These
intervals correspond to different growth stages. The X-axis represents the
normalized vitality value 𝜈 .

challenge of directly recognizing such arrangements from satellite
images, we design procedural rules for the generation of such trees
alongside roads and fields. These trees are placed based on a distance
parameter ℎ, which allows for variable intervals between trees. The
challenge intensifies when dealing with tree masks classified as
clustered. These masks, obtained via the region segmentation, are
meant to cover forested regions, yet numerous areas within the
mask still lack trees (see Figure 8(b)).

Fig. 8. Two tree distribution patterns. (a) Trees are in the vicinity of roads
and fields; (b) substantial portions within a segmented forest region still
lack trees.

To faithfully replicate the distribution of trees, we design amethod
to obtain the probabilistic distribution of trees from a satellite image,
and subsequently scatter points in a 3D scene to arrange trees. Our
method is inspired by the concept of statistical tree distribution
[Emilien et al. 2015]. Specifically, we first employ the K-means
clustering algorithm to partition the color space within the forest
mask into 𝑘 clusters. For each cluster, we calculate the pixel count
and compute 𝑟𝑖 , which represents the relative occurrence probability
of color cluster 𝑐𝑖 in the forest mask. To adjust the probability of
the point distribution within each color region (e.g., assigning lower
weights to background color regions), we propose a novel probability
value 𝑠𝑖 = 𝑤𝑖𝑟𝑖 , where𝑤𝑖 is the weight associated with color cluster
𝑐𝑖 . Subsequently, we normalize all 𝑠𝑖 values to ensure the sum of the
probabilities across all color clusters is unity.

The tree distribution generation process encompasses two steps.
Initially, for each of 𝑡 trees, we draw a color cluster index 𝑖 from a
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multinomial distribution, Multinomial(𝑆), where 𝑆 = 𝑠1, 𝑠2, . . . , 𝑠𝑘 .
This step is represented as:

𝑖 [ 𝑗 ] ∼ Multinomial(𝑆), 𝑗 = 1, . . . , 𝑡, (5)

The reason for using a multinomial distribution is that it allows trees
to appear in multiple areas, reflecting real-world scenarios where
each area or color cluster carries a varying degree of importance, as
represented by their respective weights𝑤𝑖 .
Next, we randomly select a plant position (𝑥,𝑦) within the 3D

scene region corresponding to the color cluster 𝑐𝑖 [ 𝑗 ] , considering the
bounding boxes of previously placed trees. Specifically, for every
new tree, we calculate its bounding box and ensure that it does not
overlap with the bounding boxes of any previously placed trees.
This step can be described as:

(𝑥,𝑦) ∼ Uniform((𝑥,𝑦) | (𝑥,𝑦) ∈ 𝐶𝑖 [ 𝑗 ] ), 𝑗 = 1, . . . , 𝑡, (6)

where𝐶𝑖 [ 𝑗 ] denotes the set of pixel positions corresponding to color
cluster 𝑐𝑖 [ 𝑗 ] , and 𝑡 is the planned number of trees to be placed in the
scene. Through this method, we can generate random tree positions
that conform to the color distribution and weight probabilities. This
is demonstrated by the results shown in Figure 9, using the regions
in Figure 8(b) as an example.

Fig. 9. (a) The result of color clustering. We set the ground color class weight
𝑤1 to 0 and the shadow class weight 𝑤2 to 0.1. The weights for other color
classes representing trees, 𝑤3 and 𝑤4, are both set to 0.45. (b)-(d) show the
results of progressively increasing the number of trees in the placement.

6.2 Road Network Generation
In satellite images, roads are often inconspicuous, and the availabil-
ity of training data for road detection is limited. Moreover, many
unpaved roads are not easily visible. As a result, extracting road
masks directly from a satellite image is a challenging problem. Exist-
ing neural network structures for road mask extraction may suffer
from discontinuities and misclassifications [Liu et al. 2017b]. Fur-
thermore, to model road networks in a 3D scene, having just road
masks is insufficient. Instead, we need input data that define the
shapes and positions of the roads through a series of path points.
Recall in Section 4, we have obtained background masks that

exclude field and tree areas. Our task is to extract a parametric
road network within these background regions. To achieve this, we
introduce a novel road network generation algorithm based on weak
hints to extract the parameters of the road PLM.
Initially, from an input satellite image I𝑠 , we extract masks rep-

resenting hint positions for roads using our trained DeeplabV3+
model [Chen et al. 2018]. Subsequently, we extract line segments
that can potentially be roads, using the aforementioned 2D strand
generation method (described in Section 5.2.1). Then, we cast rays
from each segment’s endpoints to determine whether they intersect
with another segment or the rays casted from another segment. If

ALGORITHM 1: Road Network Generation Algorithm
Input :A satellite image I𝑠
Output :Road networks

1 Extract potential road line segments;
2 Initialize clustering with the longest line segment;
3 while there are unclustered line segments do
4 Cluster line segments with angle deviation ≤ 5 degrees and projection distance below threshold;
5 end
6 Compute principal axes of the clusters using PCA;
7 Generate road mask seed hints using DeepLabV3+ or SAM;
8 Extend search from hint positions;
9 while there are mergable line segments do
10 Form junctions or use PCA or Catmull-Rom splines to merge line segments;
11 Compute the tangent vector at each point on the curve;
12 end
13 Build the road networks;

Fig. 10. An example of road network generation. (a) An input satellite image;
(b) the extracted potential road segments; (c) the generated road seed hints,
as illustrated by blue masks; and (d) the final generated road network.

the condition is met, we merge the initial segment with the nearest
one. When the angle difference between two segments does not
exceed a threshold (e.g., 5 degrees), we use PCA to merge them
into a single line, categorizing the resulting points as Linear. By
contrast, when the angle difference exceeds the threshold, we use
the centripetal Catmull-Rom splines algorithm [Catmull and Rom
1974] to generate a natural transition curve between the segments,
which results in Curvy type points. During this process, the tan-
gent vector at each curvy point is computed through the derivative
of the spline function. Additionally, if the intersection point falls
within the middle of another line segment, the line segments are
directly connected to that point, and the point is classified as a
Junction. Once all segment endpoints have undergone ray casting
and no new segments can be merged, we obtain the road network
(see Figure 10(d)), where each point consists of three parameters:
coordinates, tangent vector, and point type. Due to the ambiguity
of roads in satellite images, our method is more effective for main
roads, which may result in overlooking potential roads between
fields when generating hints. However, interactive manual specifi-
cation is also supported through the interactive features of the SAM
segmentation framework [Kirillov et al. 2023], allowing users to
specify roads such as main roads or dirt paths, and generate roads
at different levels of detail based on the desired output. Algorithm 1
describes our road network generation algorithm.

7 INTERACTIVE EDITING
Interactive editing allows users to flexibly adjust and control various
factors, including crop types, planting densities, and crop growth
stages. This flexibility ensures that users can conveniently customize
and control the modeled farm scene in various ways, such as chang-
ing labels and adjusting parameter values. Furthermore, alterations
can be made to plants themselves, such as modifying the growth
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pattern of leaves or adjusting the proportions of different morpho-
logical models. Our system enables efficient generation of various
farmland scenes. Figure 11(a)-(f) shows the results of user editing
by our system.

Fig. 11. User-controllable field editing: the bird’s eye view (top), and a close-
up view (bottom). (a) The reconstructed harvested field; (b) a field replaced
with a soybean template; (c) a soybean field with an adjusted density; (d-f)
a field replaced with wheat, corn, and sugarcane templates, respectively.

Users can easily add new crop types. For example, when adding
cotton, we first label 50 cotton fields to create a supplementary
dataset for fine-tuning the MLP classifier. Next, we select a repre-
sentative template from satellite images of cotton fields for precise
texture matching. We then incorporate two models for the boll-
opening and budding stages of cotton respectively, establishing
corresponding vitality thresholds. By assessing plant vitality, our
method selects the appropriate models for different growth stages.
Figure 12 shows the result of cotton modeling. This showcases
the extensibility of our template-based approach, demonstrating
its adaptability to new crops’ unique growth patterns and visual
characteristics.

Fig. 12. Cotton field modeling results by our method. (a) An input satellite
image. (b) A rendering of the reconstructed cotton scene from the bird’s eye
view. (c) A close-up view of the reconstructed cotton scene.

Table 1. Average computational time statistics of our approach

Stage Seg. Field Tree Road Rendering

Small Scenes (s) 58.78 305.65 156.98 242.53 4.38
Medium Scenes (s) 86.20 1315.02 162.88 329.21 14.84
Large Scenes (s) 134.58 2201.46 167.79 447.78 96.34

The satellite images used in this work primarily come from Asia.
However, since farmland in different regions can appear quite dif-
ferent in satellite images, several factors must be considered when
modeling farm scenes in new regions. Taking Africa as an example,
the primary crops grown there differ from those in Asia, so corre-
sponding 3D crop models need to be designed. Additionally, due
to differences in lighting, climate, and atmospheric conditions, the
classifier will require substantial new data for training. The vegeta-
tion covers and colors in African farmland may change significantly
with seasons and weather, so even for the same crops, the growth
phenological stages may vary greatly between regions, necessitat-
ing a recalibration of vitality thresholds. Furthermore, the types
and distribution patterns of common trees differ between regions,
requiring adjustments to the distribution weight values (𝑤𝑖 ). Lastly,
road patterns may also vary, so the seed hint generation network
will need some fine-tuning.

8 RESULTS AND EVALUATIONS
We implemented our approach within the Unreal Engine 5. Our
data source comprises satellite images downloaded from Mapbox
(https://www.mapbox.com/ ), with a maximum resolution of 0.5m per
pixel. We reported the average computational time statistics of our
approach, including its major modules, as shown in Table 1. We
classified test scenes into small-scale (under 1 sq km), medium-scale
(between 1 to 10 sq km), and large-scale (over 10 sq km). All reported
results were obtained on an off-the-shelf Desktop PCwith an Intel(R)
Core i7-11700 CPU, 32GB memory, and an NVIDIA GeForce GTX
3080 GPU.

8.1 Qualitative andQuantitative Evaluations
Qualitative evaluations. We conducted qualitative evaluations on

16 different farm scenes. Specifically, based on an input satellite
image, we first reconstructed its corresponding 3D farm scene us-
ing our method, and then rendered a top-down view. We directly
compared the rendered 2D view with the input satellite image. As
shown in Figure 13, given an input satellite image in (a), our method
reconstructed its 3D scene in (c), which achieved closer alignments
with the structural features in the input satellite image and exhibits
richer multiscale details than the result by a baseline method (b).
This baseline method utilized the Unreal Engine’s built-in vegetation
system to scatter plants randomly within classified crop and forest
areas, while enhancing vegetation layout diversity through jitter
operations and model replacement functionalities. Figure 11(a)-(f)
shows the impact of our defined templates in a close-up view, intro-
ducing rich variations to both the layout and characteristics of the
reconstructed farmland.
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Table 2. Quantitative evaluation results. Best results are highlighted in bold.

Method PSNR↑ MS-SSIM↑ LPIPS↓

Baseline 17.420 0.3943 0.6851
Ours 18.289 0.4112 0.5430
Ours w/o crop layout 17.924 0.4200 0.6609
Ours w/o crop vitality 17.837 0.3946 0.5581
Ours w/o trees 18.087 0.4059 0.5588

We conducted another qualitative evaluation to validate the im-
portant role of our PLMs in our approach. As shown in Figure 13,
the crop layout PLM (Figure 13(d)) aligns the crop orientations more
accurately with actual farming practices, adding richness and diver-
sity to the scenes. The crop vitality PLM (Figure 13(e)) imparts a
more authentic self-organizing pattern to the farmland. Addition-
ally, the tree PLM (Figure 13(f)) leads to a natural distribution of
forests, thus increasing the overall realism of the rendered scenes.

Fig. 13. (a) Input satellite images; (b) results by a baseline method; (c) results
by our approach; (d) results by ours w/o crop layout; (e) results by ours w/o
crop vitality; and (f) results by ours w/o trees.

Quantitative evaluations. We also conducted quantitative eval-
uations by directly measuring the pixel differences between the
input satellite images and the rendered 2D views of the recon-
structed 3D scenes. We selected the following widely-used measures:
Peak Signal-to-Noise Ratio (PSNR), Multi-Scale Structural Similarity
Index (MS-SSIM), and Learned Perceptual Image Patch Similarity
(LPIPS). Table 2 shows the quantitative measures obtained in our
evaluations. Specifically, our approach achieved the highest PSNR
score of 18.289, indicating superior fidelity and accuracy in content
reconstruction, particularly compared to the baseline, which scored
17.420. Although our method “w/o crop layout" strategy slightly
outperformed our method in terms of the MS-SSIM measure with a

score of 0.4200, our method also showed robust capabilities in main-
taining image structure and fidelity with a close MS-SSIM score
of 0.4112. Lastly, our method excelled in the LPIPS metric with a
score of 0.5430, highlighting its significant advantage in perceptual
quality, especially against the baseline.
Overall, our approach significantly outperformed both the base-

line and various ablation versions of our method in image quality,
particularly in content fidelity and perceptual quality, as reflected in
the PSNR and LPIPS scores. Our method also demonstrated strong
performance in maintaining image structure, as reflected in the
near-best MS-SSIM score. These quantitative evaluation results con-
firmed our method’s advantages in scene reconstruction and image
quality preservation, producing a high similarity between top-down
rendered views and original satellite images.

8.2 User Studies
To assess the effectiveness of our method, we conducted several
user studies to evaluate the realism of 3D farm scenes modeled by
different approaches including our approach.

Comparison with baseline. We invited 51 participants from Prolific
(https://app.prolific.com/ ), consisting of 30 females and 21 males
with the average age of 31.05 ± 10.10, to assess and compare the
visual realism of the farm scenes by our method and by the baseline
method, based on the same satellite image input. We used a total of
16 different scenes for this study. Each stimulus included an input
satellite image, a rendered overhead view of the 3D scene (modeled
by our approach or by the baseline), and a rendered animation of
3D navigation of the scene. All of them were placed on one screen
side-by-side. Participants were asked to rate the realism of the 3D
scene using a 0 to 10 point after carefully watching each stimulus.
As shown in Figure 14, our method achieved a significantly higher
average score (6.43) than the baseline method (4.96). The calculated
p-value from t-test is less than 0.001, which indicates our method is
statistically significantly better than the baseline in this comparison.
In addition, as shown in Figure 14, the majority of ratings for our
method fall within the high-value (7-10) range, with only a small
fraction in the low-value (0-3) range. In contrast, the ratings for
the baseline are approximately evenly distributed across all three
ranges, with a slight majority in the mid-value (4-6) range.

Fig. 14. The comparison study results between our method and the baseline
method. Besides the average scores and the standard deviations, we also
visualize the number of responses in low, medium, and high score ranges.

Ablation study. We invited 53 participants, consisting of 25 fe-
males and 28 males with the average age of 30.96 ± 9.01, to rate the
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realism of the overhead views of the 3D scenes generated by four
different versions of our method: “ours" (full version), “ours w/o
crop layout," “ours w/o crop vitality," and “ours w/o trees," given
the same satellite image input. 16 different satellite images were
used in this study. The average scores ± the standard deviations
for the four versions are 6.72 ± 1.90 (“ours"), 5.44 ± 2.19 (“ours w/o
crop layout"), 5.58 ± 2.06 (“ours w/o crop vitality"), and 5.81 ± 2.20
(“ours w/o trees"), respectively. This shows that the crop layout
PLM has the most significant impact on result quality, followed
by crop vitality PLM, and lastly, tree PLM. Note that the texture
discrepancy between the scenes rendered by our method and real
farm environments may have moderately impacted the scores.

Expert user study. We also invited 5 expert users who have over
three years of modeling experience using the Unreal Engine to evalu-
ate our approach. Each of themwas asked tomodel a 3D farmland us-
ing both our approach and the manual modeling method (described
below), based on a farm scene satellite image. In total, 5 different
satellite images were used. In the manual modeling method, they
initially utilized a farmland blueprint from the Unreal Engine store,
which generates crops planted in multiple straight lines within a
rectangular area, to model the orderly farmland areas. Subsequently,
using the engine-provided brush tools, they modeled crops planted
along curves and crops of different colors within the farmlands to
replicate the self-organizing patterns of the crops. To ensure a fair
comparison, they were allowed to use the masks extracted from
our semantic segmentation step to aid modeling when using the
manual approach. Finally, we asked them to respond to seven post-
experiment questions using a 5-point Likert scale (1 - “strongly
disagree" to 5 - “strongly agree"): (a) Is the system easy to learn? (b)
Is the system easy to use? (c) Do you prefer to use this system than
the alternative? (d) Does the system speed up the scene generation
process? (e) Does the result meet your expectations? (f) Does it
provide sufficient user control parameters? and (g) does it provide a
rich variety of detail changes? We plot the obtained responses in
Figure 15, which shows that, besides user friendliness, our method
can significantly facilitate the generation of detailed and realistic
farm scenes for experienced users.

Fig. 15. Comparison of expert user ratings between traditional manual
modeling method (red bars) and our method (green bars). Questions (a)-(g)
are described in the Section 8.2. The horizontal lines represent the median
scores, and the vertical lines indicate the ranges of the scores.

We also recorded the time they used for the modeling task with
both methods, as shown in Table 3. Our method consumed less time
than the manual modeling method in all 5 scenes. In addition, the
time used for our method is relatively stable regardless of the scene
size; on the contrary, the time used for the manual modeling method
is approximately linearly correlated with the scene size. Since the
most time-consuming part of our method is the extraction of farm-
land parameters and interactive sampling, the time required by our
method is closely related to the number of farmland blocks pro-
cessed rather than the size of the scene. This feature is particularly
useful for large-scale farm scene modeling, as manual methods may
face significantly increased time demands due to scale expansion.
Figure 16 presents a visual comparison of the modeling results for
five scenes using the two different methods. The comparison clearly
demonstrates that our method produces farmlands with a more
natural layout and appearance than the manual modeling method.
A close-up comparison of Scene #1 (the first row in Figure 16) is
shown in Figure 17, indicating that our method can achieve a more
natural crop arrangement with richer details. For the remaining
comparison results, please refer to the supplemental material.

Fig. 16. Comparison of modeling results for expert users using two different
methods. (a) Input satellite images; (b) results by our method; (c) manual
modeling results by expert users.

9 DISCUSSION AND CONCLUSION
We present a practical framework to faithfully reconstruct virtual
farm scenes using remote sensing imagery data. Besides generating
virtual farm scenes that accurately reflect real-world farmland dis-
tributions, we design a set of PLMs to decompose and define various
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Fig. 17. Rendered close-up view comparison of two methods for scene
#1 in Figure 16. (a) Rendered bird-eye and close-up views of the scene
(reconstructed by our method); (b) Rendered bird-eye and close-up views of
the scene (modeled by the expert manual method).

Table 3. Modeling time comparison between expert manual method and
our method

Scene No. Scene Size (𝑚2) Ours(𝑠) Expert manual (𝑠)

Scene 1 120 × 90 834.92 1529.20
Scene 2 210 × 170 770.19 1143.89
Scene 3 500 × 360 625.38 2071.16
Scene 4 1280 × 730 805.21 2541.91
Scene 5 1480 × 820 687.51 3312.53

farm scene patterns, and further extract the parameter values of the
PLMs to faithfully recreate multi-scale farm scenes.

Despite generating encouraging results, our approach has certain
limitations. First, our method is designed for specific types of farm
scenes in outdoor environments. It struggles to model certain ele-
ments, such as large irrigation systems, buildings, and wind turbines.
Additionally, if the farmland captured by the input satellite image
is too small or lacks clear texture features, the effectiveness of our
method may be compromised. Second, our current method only
defines six types of field templates, which do not comprehensively
cover diverse types of real-world fields. As crop categories increase,
more data points will be needed to improve classification accuracy.
If the number of plant species significantly expands, it may be neces-
sary to enhance the classificationmodule by incorporating advanced
classification algorithms in the remote sensing field or deep vision
models. Third, satellite images may exhibit blurred patterns due to
shooting conditions and resolution issues, or inconsistent textures
due to differences in crop phenological stages. Using traditional
non-maximum suppression methods to automatically generate ini-
tial sampling points can result in unnatural line segments, affecting
the modeling quality. Therefore, the extraction of farmland layouts
cannot achieve optimal results through full automation and requires
the assistance of interactive sampling. Lastly, since we use satellite
images as color maps for color shifting, when houses, rocks, or other

objects appear in input satellite images, the corresponding modeled
grassland colors may exhibit visual abnormalities.
Future work can focus on linking extracted vitality values with

the actual physical state of plants, which requires additional data
sources such as near-infrared and multispectral imagery. Integrating
video data captured by drones could further enhance the accuracy
and detail of crop modeling. Additionally, leveraging a combina-
tion of these multi-source datasets with deep learning techniques
could enable generative modeling of large-scale, unbounded, three-
dimensional farmland scenes. Also, current plant models do not con-
sider interactions between the growth process and the environment.
An intriguing future direction could be to extend our framework to
simulate the evolution of a complete farmland ecosystem.
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