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Abstract—The work presents a practical Augmented Re-
ality (AR) based surgical navigation system using optical
see-through head-mounted display as a standalone solution,
without the need of additional tracking hardware. Specifically,
we propose a fiducial marker-based instrument tracking, which
entirely relies on the built-in hardware of the Microsoft
HoloLens 2. The tracking algorithm computes the pose of the
tracked object from the real-time image obtained from the on-
board front-facing RGB camera. The estimated transformation
is then transmitted back to the HoloLens for visualization.
Our experimental evaluation shows that the system can achieve
0.81 mm / 1.52 degree in tracking accuracy and sub-millimeter
alignment accuracy.
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I. INTRODUCTION

Surgical Navigation Systems (SNS) are used to accurately,

real-time track the positions of surgical instruments with

respect to the patient’s anatomy. The tracking provides real-

time guidance to navigate the surgical instrument during

an intervention. Commercial SNS, commonly used in the

operating room, utilizes infrared for tracking retro-reflective

markers attached to the surgical instrument. The virtual

information pertaining to instrument motion with respect to

the patient’s anatomical landmarks (or preoperative medical

images) is displayed on a visualization screen. This causes

the surgeon’s focus to shift, which may lead to disruption in

hand-eye coordination [1]. Though optical camera tracking

systems provide a high accuracy and a large tracking area,

they suffer from the line-of-sight issue. As the operating

room is jam-packed with surgical staff, the markers might

get obstructed, and in this case no information is rendered

to the surgeon. This limits the mobility of surgical staff in

the operating room.
Augmented Reality (AR) can provide a unique solution

to the aforementioned limitations as it seamlessly combines

physical and virtual environments [2]–[4]. In particular, AR-

based Optical See-Through Head-Mounted Display (OST-

HMD) devices offer numerous advantages: (i) they allow

information in form of virtual objects to be overlaid onto

the operator’s physical environment; (ii) they alleviate the

issue of shifting of the operator’s focus and thus reducing the

cognitive load [5]. As a result, an AR-based SNS using OST-

HMD can significantly enhance surgical navigation. How-

ever, existing AR-based SNS still rely on the use of external

tracking systems (to track the surgical instruments and the

patient) and utilize AR headset devices as a visualization

tool only [6], [7]. Since an additional hardware device is

required, besides its cost, this would occupy additional space

in the operating room and make it more difficult to integrate

the additional device into the surgical workflow. Thus, the

development of a low-cost, practical, easy-to-integrate, AR-

based SNS using OST-HMD (without requiring an additional

tracking hardware system) would be beneficial.

In this work we present an AR-based SNS which uses

Microsoft HoloLens 2 (a OST-HMD device by Microsoft

Corporation, Redmond, USA) as a standalone solution.

We describe a fiducial marker-based tracking approach for

the tracking of surgical instruments using exclusively the

HoloLen’s built-in cameras, thus removing the need for

external tracking system. A 3D-printed dodecahedron (with

12 attached fiducial markers) attached to an instrument is

used to track the poses (position and orientation), and virtual

objects are overlaid onto the physical reality in the AR

view seen through the HoloLens. As a proof of concept

for SNS, we enable landmark registration using a trackable

tool to geometrically align the virtual and the physical

representations of a spine model.

II. RELATED WORK

Vision-based tracking technologies are one of most preva-

lent approaches for AR-based medical applications. We

briefly review related works that employ tracking for OST-

HMDs using different vision-based tracking methods.

A. Marker-less Tracking Approaches

Gu et al. [4] studied the feasibility of a marker-less

image based AR for intra-operative surgical guidance during

the total shoulder arthroplasty procedure using Microsoft

HoloLens 1. Their method utilizes the built-in time-of-flight

depth camera for accurate simultaneous indoor localization
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and mapping (SLAM) of environment and align a 3D model

with the patient’s anatomy. Their experimental results show

the system does not meet accuracy requirements for clinical

applications due to centimeter-level SLAM accuracy and

hardware limitation for proper depth sensor technology.

B. IR-based Optical Tracking Approaches

Several works used an external optical tracking system in

combination with OST-HMD to develop AR-based surgical

guidance/navigation systems [6], [7]. While these systems

showed clinically-relevant accuracies, external hardware re-

quirement makes such systems expensive, bulky, and limited

with regard to the surgeon’s movement. To tackle this

limitation, Gsaxner et al. [8] proposed a 6-DOF inside-out

tracking algorithm utilizing the built-in tracking cameras of

the HoloLens 2. Their trackable instrument contains several

retro-reflective marker spheres. Their system can achieve a

high accuracy and real time performance. The instabilities

of the SLAM system and the limitation in depth sensor

technology affect the accuracy of the system, which are

common issues when using the built-in depth camera.

C. Marker-based Tracking Approaches

Fiducial marker-based tracking is a popular method used

for medical applications. ARsisst [3] is an AR applica-

tion for assistance in a robot-assisted laparoscopic surgery

using OST-HMD. A single fiducial marker is attached to

the robotic arm and the hand-held instrument. A hybrid

tracking scheme is employed to offer an accurate overlay

visualization of the tracking tools. Qian et al. [9] proposed

ARAMIS, an AR system providing real-time imaging of the

anatomy in the laparoscopic surgery. An endoscope-attached

fiducial marker is used to estimate the pose of the endoscope

tip in order to display images at correct positions and depths.

These systems offer an overlay accuracy of around 4.2 ∼ 4.6

mm, which is substandard in clinical scenarios. The use of

a single fiducial marker resulted in a limited range of object

motion and a narrow working area.

III. METHOD

The workflow of our proposed AR-SNS is shown in

Fig. 1. Our system runs directly on the HoloLens 2, utilizing

the built-in, front-facing, RGB camera to real-time obtain

images. The camera records frames of 896 x 504 resolution

at approximately 20 Hz. The tracking algorithm processes

the images and provides an estimated transformation of the

tracked object using the proposed fiducial marker tracking

method. After the transformation is obtained, we can esti-

mate the pose of the tip in the world coordinate system. In

surgical navigation applications, the operator first navigates

the tracked object to each of the pre-determined landmarks

on the physical model. The user-selected landmarks are

then aligned with the corresponding landmarks in virtual

environment. The augmented visualization is displayed in

Figure 1. Overview of the proposed AR-based SNS workflow. The user
navigates the tracked object and align object’s tip to each marked points,
while wearing the headset. Real-time images of tracked object are captured
by HL2’s built-in RGB camera and processed by the tracking algorithm.
Final transformation is streamed back and visualized as virtual overlay.

the HoloLens 2 via a Unity-based AR app. The proposed

tracking system is implemented in C++ using the OpenCV

library [10] and the ArUco library [11], [12].

A. Trackable Instrument Design

We define a trackable instrument by a set of 12 square

binary markers attached to each face of a 3D-printed dodeca-

hedron design, as shown in Fig. 1. The dodecahedron design

is used to address the issue of occlusions when tracking

planar markers. Each edge of the dodecahedron is 22 mm

in length, and the edge of each marker is 20 mm.

The 3D configuration of the trackable instrument is

defined by the relative pair-wise transformation between

each marker and the reference marker [13]. This is done

by capturing multiple images of the trackable object from

different viewpoints and apply an algorithm to find the

optimal transformation from each marker to the reference

marker [14]. Instrument configuration is performed offline

and provided to the object tracker at runtime to ensure

efficient tracking.

B. Pose Estimation

The built-in camera of the HoloLens 2 provides an input

camera stream of the real-world. The tracking algorithm will

then determine the position and orientation of the trackable

instrument. The system detects the square binary markers

attached to the object, and estimates the pose of each marker

by first detecting the four corners of the marker and applying

the standard Perspective-n-Point (PnP) algorithm [10]. Using

the camera’s intrinsic parameters and the configuration of

3D markers, we determine the relative transformation of the

reference marker with respect to the camera as long as at

least one marker is detected. The estimated pose of the object

is represented in terms of translations and rotations.

The Levenberg-Marquardt optimization algorithm is used

to minimize the reprojection error [15], and the Kalman

Filter is applied to the estimated result for smoothing out the
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(a) (b)

Figure 2. Experimental setup to evaluate the accuracy of the proposed surgical navigation system during (a) tracking and (b) alignment.

motion. Our tracking algorithm follows the standard Kalman

Filter method which consists of two steps, prediction and

correction [16]. The algorithm predicts the 3D object pose

at each frame, and refines the prediction every time a

new measurement of the object is available. The tracking

algorithm is explained in detail in [14].

C. Surgical Navigation

The visualization of the surgical navigation application is

built on top of Unity3D and is displayed onto the operator’s

field of view when wearing the HoloLens 2.

1) Registration: Once the estimated pose of the tracked

object is obtained, it is passed to a Unity-based AR app.

We then estimate the pose of the tip in the world co-

ordinate system by adding 0.14 m along the direction of

the instrument to account for the length of the instrument.

Our proposed SNS relies on digitizing landmarks using the

trackable tool to geometrically align the virtual model with

the real object. The operator points the tracked object to

each of the pre-determined landmarks, and confirms the

selection using the virtual button. The selected landmarks

are then aligned with the corresponding landmarks in the

physical environment using least-squares fitting [17]. The

final transformation of the virtual model is transmitted to

the HoloLens 2 for visualization.

2) Hologram alignment: Since OST-HMDs render 3D

objects in their coordinate system in front of the user’s

view, thus to align the virtual model with the real object, we

must obtain the transformation between the virtual scene and

the physical world. The transformation TP
W of the phantom

model with respect to the world coordinate system is com-

puted as TP
W = Tl ·

(
TP
V

)T
, where TP

V is the transformation

of the phantom model in virtual coordinates and Tl is matrix

representing the left-handed coordinate system.

IV. RESULTS

We describe the results of our experiments conducted

to evaluate the system. Both the tracking accuracy and

alignment accuracy validation experiments were done by

directly comparing the recorded values with the ground-truth

data obtained by an OptiTrack V120:Trio motion capture

system (NaturalPoint Inc., USA).

A. Experimental Setup

The experimental setup for evaluation of the tracking

accuracy is shown in Fig. 2a. OptiTrack system captures

the ground truth pose of the tracked object via the five

retro-reflective markers. The tracked object is moved freely

by the operator (wearing HoloLens 2) within 0.5 m in

front of the camera. Five trials were used to compute the

average translation and rotation errors. The experiment setup

to assess the alignment accuracy for the SNS is illustrated

in Fig. 2b. Three retro-reflective markers are attached to

the 3D-printed spine model at pre-determined landmark

positions. During the task, the operator aligns the tip of the

tracked object with each of the markers. OptiTrack system is

used to measure the alignment errors. The alignment errors

are computed as the distance between the retro-reflective

markers and the tracked object tip.

B. Accuracy of the system

The proposed approach achieves a translation accuracy

of 0.81 ± 0.30 mm and a rotation accuracy of 1.52 ± 0.37
degrees. The average alignment errors along x, y, and z
direction is 1.07± 0.5 mm, 0.39± 0.8 mm, and 0.43± 0.8
mm, respectively. The hologram alignment achieved by the

proposed AR surgical navigation pipeline is presented in

Fig. 3. The accuracy is affected by the distance from the

camera to the tracked object, thus the optimal results were

recorded within the distance ranging from 0.2 m to 0.35 m.

V. CONCLUSION

In this paper, we present a standalone AR-based SNS us-

ing HoloLens2. It relies on digitizing landmark registration

to align the virtual model with the models in the physical

world. The proposed method (when tested in a controlled

environment) can approach the performance of existing SNS

(< 1 mm in translation, < 1 degree in rotation) without

the need of external tracking hardware. Further user studies

would be required to assess performance of the system for

navigation [18] and tele-mentoring applications [19], [20].
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Figure 3. Examples of hologram alignment. Top: A 3D-printed spine
model with attached optical markers at pre-determined landmark positions
for the validation experiment. Bottom: The visualization of the hologram
alignment from different angles. The virtual spine model with red dots at
corresponding positions is overlaid on top of the real 3D-printed model.
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